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## Preface

[Hilbert's] style has not the terseness of many of our modern authors in mathematics, which is based on the assumption that printer's labor and paper are costly but the reader's effort and time are not.

## H. Weyl [143]

The purpose of this book is to describe the classical problems in additive number theory and to introduce the circle method and the sieve method, which are the basic analytical and combinatorial tools used to attack these problems. This book is intended for students who want to learn additive number theory, not for experts who already know it. For this reason, proofs include many "unnecessary" and "obvious" steps; this is by design.

The archetypical theorem in additive number theory is due to Lagrange: Every nonnegative integer is the sum of four squares. In general, the set $A$ of nonnegative integers is called an additive basis of order $h$ if every nonnegative integer can be written as the sum of $h$ not necessarily distinct elements of $A$. Lagrange's theorem is the statement that the squares are a basis of order four. The set $A$ is called a basis of finite order if $A$ is a basis of order $h$ for some positive integer $h$. Additive number theory is in large part the study of bases of finite order. The classical bases are the squares, cubes, and higher powers; the polygonal numbers; and the prime numbers. The classical questions associated with these bases are Waring's problem and the Goldbach conjecture.

Waring's problem is to prove that, for every $k \geq 2$, the nonnegative $k$ th powers form a basis of finite order. We prove several results connected with Waring's problem, including Hilbert's theorem that every nonnegative integer is the sum of
a bounded number of $k$ th powers, and the Hardy-Littlewood asymptotic formula for the number of representations of an integer as the sum of $s$ positive $k$ th powers.

Goldbach conjectured that every even positive integer is the sum of at most two prime numbers. We prove three of the most important results on the Goldbach conjecture: Shnirel'man's theorem that the primes are a basis of finite order, Vinogradov's theorem that every sufficiently large odd number is the sum of three primes, and Chen's theorem that every sufficently large even integer is the sum of a prime and a number that is a product of at most two primes.

Many unsolved problems remain. The Goldbach conjecture has not been proved. There is no proof of the conjecture that every sufficiently large integer is the sum of four nonnegative cubes, nor can we obtain a good upper bound for the least number $s$ of nonnegative $k$ th powers such that every sufficiently large integer is the sum of $s k$ th powers. It is possible that neither the circle method nor the sieve method is powerful enough to solve these problems and that completely new mathematical ideas will be necessary, but certainly there will be no progress without an understanding of the classical methods.

The prerequisites for this book are undergraduate courses in number theory and real analysis. The appendix contains some theorems about arithmetic functions that are not necessarily part of a first course in elementary number theory. In a few places (for example, Linnik's theorem on sums of seven cubes, Vinogradov's theorem on sums of three primes, and Chen's theorem on sums of a prime and an almost prime), we use results about the distribution of prime numbers in arithmetic progressions. These results can be found in Davenport's Multiplicative Number Theory [19].

Additive number theory is a deep and beautiful part of mathematics, but for too long it has been obscure and mysterious, the domain of a small number of specialists, who have often been specialists only in their own small part of additive number theory. This is the first of several books on additive number theory. I hope that these books will demonstrate the richness and coherence of the subject and that they will encourage renewed interest in the field.

I have taught additive number theory at Southern Illinois University at Carbondale, Rutgers University-New Brunswick, and the City University of New York Graduate Center, and I am grateful to the students and colleagues who participated in my graduate courses and seminars. I also wish to thank Henryk Iwaniec, from whom I learned the linear sieve and the proof of Chen's theorem.

This work was supported in part by grants from the PSC-CUNY Research Award Program and the National Security Agency Mathematical Sciences Program.

I would very much like to receive comments or corrections from readers of this book. My e-mail addresses are nathansn@alpha.lehman.cuny.edu and nathanson@ worldnet.att.net. A list of errata will be available on my homepage at http://www. lehman.cuny.edu or http://math.lehman.cuny.edu/nathanson.
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## Notation and conventions

Theorems, lemmas, and corollaries are numbered consecutively in each chapter and in the Appendix. For example, Lemma 2.1 is the first lemma in Chapter 2 and Theorem A. 2 is the second theorem in the Appendix.

The lowercase letter $p$ denotes a prime number.
We adhere to the usual convention that the empty sum (the sum containing no terms) is equal to zero and the empty product is equal to one.

Let $f$ be any real or complex-valued function, and let $g$ be a positive function. The functions $f$ and $g$ can be functions of a real variable $x$ or arithmetic functions defined only on the positive integers. We write

$$
f=O(g)
$$

or

$$
f \ll g
$$

or

$$
g \gg f
$$

if there exists a constant $c>0$ such that

$$
|f(x)| \leq c g(x)
$$

for all $x$ in the domain of $f$. The constant $c$ is called the implied constant. We write

$$
f \lll a, b \ldots . g
$$

if there exists a constant $c>0$ that depends on $a, b, \ldots$ such that

$$
|f(x)| \leq \operatorname{cg}(x)
$$

for all $x$ in the domain of $f$. We write

$$
f=o(g)
$$

if

$$
\lim _{x \rightarrow \infty} \frac{f(x)}{g(x)}=0
$$

The function $f$ is asymptotic to $g$, denoted

$$
f \sim g
$$

if

$$
\lim _{x \rightarrow \infty} \frac{f(x)}{g(x)}=1
$$

The real-valued function $f$ is increasing on the interval $I$ if $f\left(x_{1}\right) \leq f\left(x_{2}\right)$ for all $x_{1}, x_{2} \in I$ with $x_{1}<x_{2}$. Similarly, the real-valued function $f$ is decreasing on the interval $I$ if $f\left(x_{1}\right) \geq f\left(x_{2}\right)$ for all $x_{1}, x_{2} \in I$ with $x_{1}<x_{2}$. The function $f$ is monotonic on the interval $I$ if it is either increasing on $I$ or decreasing on $I$.

We use the following notation for exponential functions:

$$
\exp (x)=e^{x}
$$

and

$$
e(x)=\exp (2 \pi i x)=e^{2 \pi i x}
$$

The following notation is standard:

| $\mathbf{Z}$ | the integers $0, \pm 1, \pm 2, \ldots$ |
| :--- | :--- |
| $\mathbf{R}$ | the real numbers |
| $\mathbf{R}^{n}$ | $n$-dimensional Euclidean space |

$\mathbf{Z}^{n} \quad$ the integer lattice in $\mathbf{R}^{n}$
C the complex numbers
$|z| \quad$ the absolute value of the complex number $z$
$\mathfrak{R z} \quad$ the real part of the complex number $z$
$3 z \quad$ the imaginary part of the complex number $z$
$[x] \quad$ the integer part of the real number $x$, that is, the integer uniquely determined by the inequality $[x] \leq x<[x]+1$.
$\{x\} \quad$ the fractional part of the real number $x$, that is, $\{x\}=x-[x] \in[0,1)$.
$\|x\| \quad$ the distance from the real number $x$ to the nearest integer, that is, $\|x\|=\min \{|x-n|: n \in \mathbf{Z}\}=\min (\{x\}, 1-\{x\}) \in[0,1 / 2]$.
$\left(a_{1}, \ldots, a_{n}\right)$ the greatest common divisor of the integers $a_{1}, \ldots, a_{n}$
[ $a_{1}, \ldots, a_{n}$ ] the least common multiple of the integers $a_{1}, \ldots, a_{n}$
$|X| \quad$ the cardinality of the set $X$
$h A \quad$ the $h$-fold sumset, consisting of all sums of $h$ elements of $A$

## Part I

## Waring's problem

## Sums of polygons

Imo propositionem pulcherrimam et maxime generalem nos primi deteximus: nempe omnem numerum vel esse triangulum vex ex duobus aut tribus triangulis compositum: esse quadratum vel ex duobus aut tribus aut quatuorquadratis compositum: esse pentagonum vel ex duobus, tribus, quatuor aut quinque pentagonis compositum; et sic deinceps in infinitum, in hexagonis, heptagonis polygonis quibuslibet, enuntianda videlicet pro numero angulorum generali et mirabili propostione. Ejus autem demonstrationem, quae ex multis variis et abstrusissimis numerorum mysteriis derivatur, hic apponere non licet.... ${ }^{1}$
P. Fermat [39, page 303]

[^0]
### 1.1 Polygonal numbers

Polygonal numbers are nonnegative integers constructed geometrically from the regular polygons. The triangular numbers, or triangles, count the number of points in the triangular array


The sequence of triangles is $0,1,3,6,10,15, \ldots$.
Similarly, the square numbers count the number of points in the square array


The sequence of squares is $0,1,4,9,16,25, \ldots$.
The pentagonal numbers count the number of points in the pentagonal array


The sequence of pentagonal numbers is $0,1,5,12,22,35, \ldots$ There is a similar sequence of $m$-gonal numbers corresponding to every regular polygon with $m$ sides.

Algebraically, for every $m \geq 1$, the $k$ th polygonal number of order $m+2$, denoted $p_{m}(k)$, is the sum of the first $k$ terms of the arithmetic progression with initial value 1 and difference $m$, that is,

$$
\begin{aligned}
p_{m}(k) & =1+(m+1)+(2 m+1)+\cdots+((k-1) m+1) \\
& =\frac{m k(k-1)}{2}+k .
\end{aligned}
$$

This is a quadratic polynomial in $k$. The triangular numbers are the numbers

$$
p_{1}(k)=\frac{k(k+1)}{2}
$$

the squares are the numbers

$$
p_{2}(k)=k^{2},
$$

the pentagonal numbers are the numbers

$$
p_{3}(k)=\frac{k(3 k-1)}{2}
$$

and so on. This notation is awkward but traditional.
The epigraph to this chapter is one of the famous notes that Fermat wrote in the margin of his copy of Diophantus's Arithmetica. Fermat claims that, for every $m \geq 1$, every nonnegative integer can be written as the sum of $\boldsymbol{m}+2$ polygonal numbers of order $m+2$. This was proved by Cauchy in 1813. The goal of this chapter is to prove Cauchy's polygonal number theorem. We shall also prove the related result of Legendre that, for every $m \geq 3$, every sufficiently large integer is the sum of five polygonal numbers of order $m+2$.

### 1.2 Lagrange's theorem

We first prove the polygonal number theorem for squares. This theorem of La grange is the most important result in additive number theory.

Theorem 1.1 (Lagrange) Every nonnegative integer is the sum of four squares.
Proof. It is easy to check the formal polynomial identity

$$
\begin{equation*}
\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2}\right)\left(y_{1}^{2}+y_{2}^{2}+y_{3}^{2}+y_{4}^{2}\right)=z_{1}^{2}+z_{2}^{2}+z_{3}^{2}+z_{4}^{2}, \tag{1.1}
\end{equation*}
$$

where

$$
\left.\begin{array}{l}
z_{1}=x_{1} y_{1}+x_{2} y_{2}+x_{3} y_{3}+x_{4} y_{4}  \tag{1.2}\\
z_{2}=x_{1} y_{2}-x_{2} y_{1}-x_{3} y_{4}+x_{4} y_{3} \\
z_{3}=x_{1} y_{3}-x_{3} y_{1}+x_{2} y_{4}-x_{4} y_{2} \\
z_{4}=x_{1} y_{4}-x_{4} y_{1}-x_{2} y_{3}+x_{3} y_{2}
\end{array}\right\}
$$

This implies that if two numbers are both sums of four squares, then their product is also the sum of four squares. Every nonnegative integer is the product of primes, so it suffices to prove that every prime number is the sum of four squares. Since $2=1^{2}+1^{2}+0^{2}+0^{2}$, we consider only odd primes $p$.

The set of squares

$$
\left\{a^{2} \mid a=0,1, \ldots,(p-1) / 2\right\}
$$

represents $(p+1) / 2$ distinct congruence classes modulo $p$. Similarly, the set of integers

$$
\left\{-b^{2}-1 \mid b=0,1, \ldots,(p-1) / 2\right\}
$$

represents $(p+1) / 2$ distinct congruence classes modulo $p$. Since there are only $p$ different congruence classes modulo $p$, by the pigeonhole principle there must exist integers $a$ and $b$ such that $0 \leq a, b \leq(p-1) / 2$ and

$$
a^{2} \equiv-b^{2}-1 \quad(\bmod p)
$$

that is,

$$
a^{2}+b^{2}+1 \equiv 0 \quad(\bmod p)
$$

Let $a^{2}+b^{2}+1=n p$. Then

$$
p \leq n p=a^{2}+b^{2}+1^{2}+0^{2} \leq 2\left(\frac{p-1}{2}\right)^{2}+1<\frac{p^{2}}{2}+1<p^{2},
$$

and so

$$
1 \leq n<p
$$

Let $m$ be the least positive integer such that $m p$ is the sum of four squares. Then there exist integers $x_{1}, x_{2}, x_{3}, x_{4}$ such that

$$
m p=x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2}
$$

and

$$
1 \leq m \leq n<p
$$

We must show that $m=1$.
Suppose not. Then $1<m<p$. Choose integers $y_{i}$ such that

$$
y_{i} \equiv x_{i} \quad(\bmod m)
$$

and

$$
-m / 2<y_{i} \leq m / 2
$$

for $i=1, \ldots, 4$. Then

$$
y_{1}^{2}+y_{2}^{2}+y_{3}^{2}+y_{4}^{2} \equiv x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2}=m p \equiv 0 \quad(\bmod m)
$$

and

$$
m r=y_{1}^{2}+y_{2}^{2}+y_{3}^{2}+y_{4}^{2}
$$

for some nonnegative integer $r$. If $r=0$, then $y_{i}=0$ for all $i$ and each $x_{i}^{2}$ is divisible by $m^{2}$. It follows that $m p$ is divisible by $m^{2}$, and so $p$ is divisible by $m$. This is impossible, since $p$ is prime and $1<m<p$. Therefore, $r \geq 1$ and

$$
m r=y_{1}^{2}+y_{2}^{2}+y_{3}^{2}+y_{4}^{2} \leq 4(m / 2)^{2}=m^{2} .
$$

Moreover, $r=m$ if and only if $m$ is even and $y_{i}=m / 2$ for all $i$. In this case, $x_{i} \equiv m / 2 \quad(\bmod m)$ for all $i$, and so $x_{i}^{2} \equiv(m / 2)^{2} \quad\left(\bmod m^{2}\right)$ and

$$
m p=x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2} \equiv 4(m / 2)^{2}=m^{2} \equiv 0 \quad\left(\bmod m^{2}\right) .
$$

This implies that $p$ is divisible by $m$, which is absurd. Therefore,

$$
1 \leq r<m
$$

Applying the polynomial identity (1.1), we obtain

$$
\begin{aligned}
m^{2} r p & =(m p)(m r) \\
& =\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2}\right)\left(y_{1}^{2}+y_{2}^{2}+y_{3}^{2}+y_{4}^{2}\right) \\
& =z_{1}^{2}+z_{2}^{2}+z_{3}^{2}+z_{4}^{2},
\end{aligned}
$$

where the $z_{i}$ are defined by equations (1.2). Since $x_{i} \equiv y_{i}(\bmod m)$, these equations imply that $z_{i} \equiv 0(\bmod m)$ for $i=1, \ldots, 4$. Let $w_{i}=z_{i} / m$. Then $w_{1}, \ldots, w_{4}$ are integers and

$$
r p=w_{1}^{2}+w_{2}^{2}+w_{3}^{2}+w_{4}^{2}
$$

which contradicts the minimality of $m$. Therefore, $m=1$ and the prime $p$ is the sum of four squares. This completes the proof of Lagrange's theorem.

A set of integers is called a basis of order $h$ if every nonnegative integer can be written as the sum of $h$ not necessarily distinct elements of the set. A set of integers is called a basis of finite order if the set is a basis of order $h$ for some $h$. Lagrange's theorem states that the set of squares is a basis of order four. Since 7 cannot be written as the sum of three squares, it follows that the squares do not form a basis of order three. The central problem in additive number theory is to determine if a given set of integers is a basis of finite order. Lagrange's theorem gives the first example of a natural and important set of integers that is a basis. In this sense, it is the archetypical theorem in additive number theory. Everything in this book is a generalization of Lagrange's theorem. We shall prove that the polygonal numbers, the cubes and higher powers, and the primes are all bases of finite order. These are the classical bases in additive number theory.

### 1.3 Quadratic forms

Let $A=\left(a_{i . j}\right)$ be an $m \times n$ matrix with integer coefficients. In this chapter, we shall only consider matrices with integer coefficients. Let $A^{T}$ denote the transpose of the matrix $A$, that is, $A^{T}=\left(a_{i, j}^{T}\right)$ is the $n \times m$ matrix such that

$$
a_{i . j}^{r}=a_{j . i}
$$

for $i=1, \ldots, n$ and $j=1, \ldots, m$. Then $\left(A^{T}\right)^{T}=A$ for every $m \times n$ matrix $A$, and $(A B)^{T}=B^{T} A^{T}$ for any pair of matrices $A$ and $B$ such that the number of columns of $A$ is equal to the number of rows of $B$.

Let $M_{n}(\mathbf{Z})$ be the ring of $n \times n$ matrices. A matrix $A \in M_{n}(\mathbf{Z})$ is symmetric if $A^{T}=A$. If $A$ is a symmetric matrix and $U$ is any matrix in $M_{n}(\mathbf{Z})$, then $U^{T} A U$ is also symmetric, since

$$
\left(U^{T} A U\right)^{T}=U^{T} A^{T}\left(U^{T}\right)^{T}=U^{T} A U .
$$

Let $S L_{n}(\mathbf{Z})$ denote the group of $n \times n$ matrices of determinant 1 . This group acts on the ring $M_{n}(\mathbf{Z})$ as follows: If $A \in M_{n}(\mathbf{Z})$ and $U \in S L_{n}(\mathbf{Z})$, we define

$$
A \cdot U=U^{T} A U
$$

This is a group action, since

$$
A \cdot(U V)=(U V)^{T} A(U V)=V^{T}\left(U^{T} A U\right) V=\left(U^{T} A U\right) \cdot V=(A \cdot U) \cdot V
$$

We say that two matrices $A$ and $B$ in $M_{n}(\mathbf{Z})$ are equivalent, denoted

$$
A \sim B
$$

if $A$ and $B$ lie in the same orbit of the group action, that is, if $B=A \cdot U=U^{T} A U$ for some $U \in S L_{n}(\mathbf{Z})$. It is easy to check that this is an equivalence relation. Since $\operatorname{det}(U)=1$ for all $U \in S L_{n}(\mathbf{Z})$, it follows that

$$
\operatorname{det}(A \cdot U)=\operatorname{det}\left(U^{T} A U\right)=\operatorname{det}\left(U^{T}\right) \operatorname{det}(A) \operatorname{det}(U)=\operatorname{det}(A)
$$

for all $A \in M_{n}(\mathbf{Z})$, and so the group action preserves determinants. Also, if $A$ is symmetric, then $A \cdot U$ is also symmetric. Thus, for any integer $d$, the group action partitions the set of symmetric $n \times n$ matrices of determinant $d$ into equivalence classes.

To every $n \times n$ symmetric matrix $A=\left(a_{i . j}\right)$ we associate the quadratic form $F_{A}$ defined by

$$
F_{A}\left(x_{1}, \ldots, x_{n}\right)=\sum_{i=1}^{n} \sum_{j=1}^{n} a_{i . j} x_{i} x_{j}
$$

This is a homogeneous function of degree two in the $n$ variables $x_{1}, \ldots, x_{n}$. For example, if $I_{n}$ is the $n \times n$ identity matrix, then the associated quadratic form is

$$
F_{I_{n}}\left(x_{1}, \ldots, x_{n}\right)=x_{1}^{2}+x_{2}^{2}+\cdots+x_{n}^{2}
$$

Let $x$ denote the $n \times 1$ matrix (or column vector)

$$
x=\left(\begin{array}{c}
x_{1} \\
\vdots \\
x_{n}
\end{array}\right)
$$

We can write the quadratic form in matrix notation as follows:

$$
F_{A}\left(x_{1}, \ldots, x_{n}\right)=x^{T} A x
$$

The discriminant of the quadratic form $F_{A}$ is the determinant of the matrix $A$. Let $A$ and $B$ be $n \times n$ symmetric matrices, and let $F_{A}$ and $F_{B}$ be their corresponding quadratic forms. We say that these forms are equivalent, denoted

$$
F_{A} \sim F_{B}
$$

if the matrices are equivalent, that is, if $A \sim B$. Equivalence of quadratic forms is an equivalence relation, and equivalent quadratic forms have the same discriminant.

The quadratic form $F_{A}$ represents the integer $N$ if there exist integers $x_{1}, \ldots, x_{n}$ such that

$$
F_{A}\left(x_{1}, \ldots, x_{n}\right)=N .
$$

If $F_{A} \sim F_{B}$, then $A \sim B$ and there exists a matrix $U \in S L_{n}(\mathbf{Z})$ such that $A=B \cdot U=U^{T} B U$. It follows that

$$
F_{A}(x)=x^{T} A x=x^{T} U^{T} B U x=(U x)^{T} B(U x)=F_{B}(U x) .
$$

Thus, if the quadratic form $F_{A}$ represents the integer $N$, then every form equivalent to $F_{A}$ also represents $N$. Since equivalence of quadratic forms is an equivalence relation, it follows that any two quadratic forms in the same equivalence class represent exactly the same set of integers. Lagrange's theorem implies that, for $n \geq 4$, any form equivalent to the form $x_{1}^{2}+\cdots+x_{n}^{2}$ represents all nonnegative integers.

The quadratic form $F_{A}$ is called positive-definite if $F_{A}\left(x_{1}, \ldots, x_{n}\right) \geq 1$ for all $\left(x_{1}, \ldots, x_{n}\right) \neq(0, \ldots, 0)$. Every form equivalent to a positive-definite quadratic form is positive-definite.

A quadratic form in two variables is called a binary quadratic form. A quadratic form in three variables is called a ternary quadratic form. For binary and ternary quadratic forms, we shall prove that there is only one equivalence class of positivedefinite forms of discriminant 1 . We begin with binary forms.

Lemma 1.1 Let

$$
A=\left(\begin{array}{ll}
a_{1.1} & a_{1.2} \\
a_{1.2} & a_{2.2}
\end{array}\right)
$$

be a $2 \times 2$ symmetric matrix, and let

$$
F_{A}\left(x_{1}, x_{2}\right)=a_{1.1} x_{1}^{2}+2 a_{1.2} x_{1} x_{2}+a_{2.2} x_{2}^{2}
$$

be the associated quadratic form. The binary quadratic form $F_{A}$ is positive-definite if and only if

$$
a_{1.1} \geq 1
$$

and the discriminant $d$ satisfies

$$
d=\operatorname{det}(A)=a_{1.1} a_{2.2}-a_{1.2}^{2} \geq 1
$$

Proof. If the form $F_{A}$ is positive-definite, then

$$
F_{A}(1,0)=a_{1.1} \geq 1
$$

and

$$
\begin{aligned}
F_{A}\left(-a_{1.2}, a_{1.1}\right) & =a_{1.1} a_{1.2}^{2}-2 a_{1.1} a_{1.2}^{2}+a_{1.1}^{2} a_{2.2} \\
& =a_{1.1}\left(a_{1.1} a_{2.2}-a_{1.2}^{2}\right) \\
& =a_{1.1} d \geq 1
\end{aligned}
$$

and so $d \geq 1$. Conversely, if $a_{1,1} \geq 1$ and $d \geq 1$, then

$$
a_{1.1} F_{A}\left(x_{1}, x_{2}\right)=\left(a_{1.1} x_{1}+a_{1.2} x_{2}\right)^{2}+d x_{2}^{2} \geq 0
$$

and $F_{A}\left(x_{1}, x_{2}\right)=0$ if and only if $\left(x_{1}, x_{2}\right)=(0,0)$. This completes the proof.
Lemma 1.2 Every equivalence class of positive-definite binary quadratic forms of discriminant d contains at least one form

$$
F_{A}\left(x_{1}, x_{2}\right)=a_{1.1} x_{1}^{2}+2 a_{1.2} x_{1} x_{2}+a_{2.2} x_{2}^{2}
$$

for which

$$
2\left|a_{1.2}\right| \leq a_{1.1} \leq \frac{2}{\sqrt{3}} \sqrt{d}
$$

Proof. Let $F_{B}\left(x_{1}, x_{2}\right)=b_{1.1} x_{1}^{2}+2 b_{1.2} x_{1} x_{2}+b_{2.2} x_{2}^{2}$ be a positive-definite quadratic form, where

$$
B=\left(\begin{array}{ll}
b_{1.1} & b_{1.2} \\
b_{1.2} & b_{2.2}
\end{array}\right)
$$

is the $2 \times 2$ symmetric matrix associated with $F$. Let $a_{1,1}$ be the smallest positive integer represented by $F$. Then there exist integers $r_{1}, r_{2}$ such that

$$
F\left(r_{1}, r_{2}\right)=a_{1,1} .
$$

If the positive integer $h$ divides both $r_{1}$ and $r_{2}$, then, by the homogeneity of the form and the minimality of $a_{1,1}$, we have

$$
a_{1,1} \leq F\left(r_{1} / h, r_{2} / h\right)=\frac{F\left(r_{1}, r_{2}\right)}{h^{2}}=\frac{a_{1.1}}{h^{2}} \leq a_{1.1}
$$

and so $h=1$. Therefore, $\left(r_{1}, r_{2}\right)=1$ and there exist integers $s_{1}$ and $s_{2}$ such that

$$
1=r_{1} s_{2}-r_{2} s_{1}=r_{1}\left(s_{2}+r_{2} t\right)-r_{2}\left(s_{1}+r_{1} t\right)
$$

for all integers $t$. Then

$$
U=\left(\begin{array}{ll}
r_{1} & s_{1}+r_{1} t \\
r_{2} & s_{2}+r_{2} t
\end{array}\right) \in S L_{2}(\mathbf{Z})
$$

for all $t \in \mathbf{Z}$. Let

$$
\begin{aligned}
A & =U^{T} B U \\
& =\left(\begin{array}{cc}
F\left(r_{1}, r_{2}\right) & a_{1.2}^{\prime}+F\left(r_{1}, r_{2}\right) t \\
a_{1.2}^{\prime}+F\left(r_{1}, r_{2}\right) t & F\left(s_{1}+r_{1} t, s_{2}+r_{2} t\right)
\end{array}\right) \\
& =\left(\begin{array}{ll}
a_{1.1} & a_{1.2} \\
a_{1.2} & a_{2.2}
\end{array}\right),
\end{aligned}
$$

where

$$
\begin{aligned}
& a_{1.2}^{\prime}=b_{1,1} r_{1} s_{1}+b_{1.2}\left(r_{1} s_{2}+r_{2} s_{1}\right)+b_{2.2} r_{2} s_{2} \\
& a_{1,2}=a_{1.2}^{\prime}+a_{1.1} t \\
& a_{2.2}=F\left(s_{1}+r_{1} t, s_{2}+r_{2} t\right) \geq a_{1.1}
\end{aligned}
$$

since $\left(s_{1}+r_{1} t, s_{2}+r_{2} t\right) \neq(0,0)$ for all $t \in \mathbf{Z}$, and $a_{1.1}$ is the smallest positive number represented by the form $F$. Since $\left\{a_{1.2}^{\prime}+a_{1.1} t: t \in \mathbf{Z}\right\}$ is a congruence class modulo $a_{1.1}$, we can choose $t$ so that

$$
\left|a_{1.2}\right|=\left|a_{1.2}^{\prime}+a_{1.1} t\right| \leq \frac{a_{1.1}}{2}
$$

Then $A \sim B$, and the form $F_{B}$ is equivalent to the form $F_{A}\left(x_{1}, x_{2}\right)=a_{1.1} x_{1}^{2}+$ $2 a_{1.2} x_{1} x_{2}+a_{2.2} x_{2}^{2}$, where

$$
2\left|a_{1.2}\right| \leq a_{1.1} \leq a_{2.2}
$$

If $d$ is the discriminant of the form, then

$$
d=a_{1,1} a_{2.2}-a_{1.2}^{2}
$$

and the inequality

$$
a_{1.1}^{2} \leq a_{1.1} a_{2.2}=d+a_{1.2}^{2} \leq d+\frac{a_{1.1}^{2}}{4}
$$

implies that

$$
\frac{3 a_{1.1}^{2}}{4} \leq d
$$

or, equivalently,

$$
a_{1,1} \leq \frac{2}{\sqrt{3}} \sqrt{d}
$$

This completes the proof.
Theorem 1.2 Every positive-definite binary quadratic form of discriminant 1 is equivalent to the form $x_{1}^{2}+x_{2}^{2}$.

Proof. Let $F$ be a positive-definite binary quadratic form of discriminant 1. By Lemma 1.2, the form $F$ is equivalent to a form $a_{1.1} x_{1}^{2}+2 a_{1.2} x_{1} x_{2}+a_{2.2} x_{2}^{2}$ for which

$$
2\left|a_{1.2}\right| \leq a_{1.1} \leq \frac{2}{\sqrt{3}}<2
$$

Since $a_{1.1} \geq 1$, we must have $a_{1.1}=1$. This implies that $a_{1.2}=0$. Since the discriminant is 1 , we have

$$
a_{2.2}=a_{1.1} a_{2.2}-a_{1.2}^{2}=1
$$

Thus, the form $F$ is equivalent to $x_{1}^{2}+x_{2}^{2}$. This completes the proof.

### 1.4 Ternary quadratic forms

We shall now prove an analogous result for positive-definite ternary quadratic forms.

Lemma 1.3 Let

$$
A=\left(\begin{array}{lll}
a_{1.1} & a_{1.2} & a_{1.3} \\
a_{1.2} & a_{2.2} & a_{2.3} \\
a_{1.3} & a_{2.3} & a_{3.3}
\end{array}\right)
$$

be a $3 \times 3$ symmetric matrix, and let $F_{A}$ be the corresponding ternary quadratic form. Let $d$ be the discriminant of $F_{A}$. Then

$$
\begin{equation*}
a_{1,1} F_{A}\left(x_{1}, x_{2}, x_{3}\right)=\left(a_{1,1} x_{1}+a_{1,2} x_{2}+a_{1,3} x_{3}\right)^{2}+G_{A \cdot} \cdot\left(x_{2}, x_{3}\right), \tag{1.3}
\end{equation*}
$$

where $G_{A}$ is the binary quadratic form corresponding to the matrix

$$
A^{*}=\left(\begin{array}{cc}
a_{1,1} a_{2.2}-a_{1,2}^{2} & a_{1,1} a_{2.3}-a_{1.2} a_{1.3}  \tag{1.4}\\
a_{1.1} a_{2.3}-a_{1,2} a_{1,3} & a_{1,1} a_{3,3}-a_{1.3}^{2}
\end{array}\right)
$$

and $G_{A^{\prime}}$. has discriminant $a_{1,1}$ d. If $F_{A}$ is positive-definite, then $G_{A^{*}}$ is positivedefinite. Moreover, the form $F_{A}$ is positive-definite if and only if the following three determinants are positive:

$$
\begin{gathered}
a_{1.1}=\operatorname{det}\left(a_{1.1}\right) \geq 1 \\
d^{\prime}=\operatorname{det}\left(\begin{array}{ll}
a_{1.1} & a_{1.2} \\
a_{1.2} & a_{2.2}
\end{array}\right) \geq 1
\end{gathered}
$$

and

$$
d=\operatorname{det}(A) \geq 1
$$

Proof. We obtain identities (1.3) and (1.4) as well as the discriminant of $G_{A}$. by straightforward calculation.

If $F_{A}$ is positive-definite, then

$$
F_{A}(1,0,0)=a_{1.1} \geq 1
$$

If $G_{A^{\prime}} \cdot\left(x_{2}, x_{3}\right) \leq 0$ for some integers $x_{2}, x_{3}$, then $G_{A^{*}}\left(a_{1.1} x_{2}, a_{1.1} x_{3}\right)=$ $a_{1.1}^{2} G_{A} \cdot\left(x_{2}, x_{3}\right) \leq 0$. Let $x_{1}=-\left(a_{1.2} x_{2}+a_{1.3} x_{3}\right)$. Then

$$
a_{1,1} x_{1}+a_{1,2} a_{1,1} x_{2}+a_{1,3} a_{1,1} x_{3}=0
$$

and so

$$
\begin{aligned}
& a_{1,1} F_{A}\left(x_{1}, a_{1,1} x_{2}, a_{1,1} x_{3}\right) \\
& =\left(a_{1,1} x_{1}+a_{1.2} a_{1,1} x_{2}+a_{1.3} a_{1,1} x_{3}\right)^{2}+G_{A} \cdot\left(a_{1,1} x_{2}, a_{1,1} x_{3}\right) \\
& =G_{A \cdot}\left(a_{1,1} x_{2}, a_{1,1} x_{3}\right) \\
& =a_{1.1}^{2} G_{A} \cdot\left(x_{2}, x_{3}\right) \\
& \leq 0
\end{aligned}
$$

Since $F_{A}$ is positive-definite, it follows that $x_{2}=x_{3}=0$, and so the binary form $G_{A^{\cdot}}$ is also positive-definite. By Lemma 1.1, the leading coefficient of $G_{A^{*}}$ is positive, that is,

$$
d^{\prime}=a_{1.1} a_{2.2}-a_{1.2}^{2} \geq 1
$$

and also the discriminant of $G_{A}$. is positive, hence

$$
d=\operatorname{det}(A) \geq 1
$$

This proves that if $F_{A}$ is positive-definite, then the integers $a_{1.1}, d^{\prime}$, and $d$ are positive.

Conversely, if these three numbers are positive, then Lemma 1.1 implies that the binary form $G_{A}$. is positive-definite. If $F_{A}\left(x_{1}, x_{2}, x_{3}\right)=0$, then it follows from identity (1.3) that

$$
G_{A^{*}}\left(x_{2}, x_{3}\right)=0
$$

and

$$
a_{1,1} x_{1}+a_{1,2} x_{2}+a_{1.3} x_{3}=0
$$

The first equation implies that $x_{2}=x_{3}=0$, and the second equation implies that $x_{1}=0$. Therefore, the form $F_{A}$ is positive-definite.

Lemma 1.4 Let $B=\left(b_{i, j}\right)$ be a $3 \times 3$ symmetric matrix such that the ternary quadratic form $F_{B}$ is positive-definite. Let $G_{B}$. be the unique positive-definite binary quadratic form such that

$$
b_{1.1} F_{B}\left(y_{1}, y_{2}, y_{3}\right)=\left(b_{1,1} y_{1}+b_{1.2} y_{2}+b_{1.3} y_{3}\right)^{2}+G_{B} \cdot\left(y_{2}, y_{3}\right)
$$

For any matrix $V^{*}=\left(v_{i, j}^{*}\right) \in S L_{2}(\mathbf{Z})$, let

$$
\begin{equation*}
A^{*}=\left(V^{*}\right)^{T} B^{*} V^{*} \tag{1.5}
\end{equation*}
$$

and let $G_{A}$. be the positive-definite binary quadratic form corresponding to the symmetric matrix $A^{*}$ and equivalent to the form $G_{B^{\circ}}$. For any integers $r$ and $s$, let

$$
V_{r . s}=\left(v_{i, j}\right)=\left(\begin{array}{ccc}
1 & r & s  \tag{1.6}\\
0 & v_{1.1}^{*} & v_{1.2}^{*} \\
0 & v_{2.1}^{*} & v_{2.2}^{*}
\end{array}\right) \in S L_{3}(\mathbf{Z})
$$

and

$$
\begin{equation*}
A_{r . s}=V_{r . s}^{T} B V_{r . s}=\left(a_{i, j}\right) \tag{1.7}
\end{equation*}
$$

Let $F_{A_{t}, \text {, }}$ be the corresponding ternary quadratic form. Then $a_{1.1}=b_{1.1}$ and

$$
a_{1.1} F_{A_{1, t}}\left(x_{1}, x_{2}, x_{3}\right)=\left(a_{1.1} x_{1}+a_{1.2} x_{2}+a_{1.3} x_{3}\right)^{2}+G_{A} \cdot\left(x_{2}, x_{3}\right),
$$

where the matrix $A^{*}$ defined by (1.5) is independent of $r$ and $s$.

Proof. Since $v_{1.1}=1$ and $v_{2.1}=v_{3.1}=0$, it follows from the matrix equation (1.7) that

$$
a_{1 . j}=\sum_{k=1}^{3} \sum_{i=1}^{3} v_{1 . k}^{T} b_{k, i} v_{i, j}=\sum_{k=1}^{3} \sum_{i=1}^{3} v_{k, 1} b_{k, i} v_{i . j}=\sum_{i=1}^{3} b_{1, i} v_{i . j}
$$

and so $a_{1,1}=b_{1,1}$. Let

$$
x=\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right) \quad \text { and } \quad V_{r, s} x=y=\left(\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3}
\end{array}\right)
$$

so

$$
y_{i}=\sum_{j=1}^{3} v_{i . j} x_{j}
$$

In particular,

$$
\begin{aligned}
& y_{2}=v 2,1 x_{1}+v_{2,2} x_{2}+v_{2.3} x_{3}=v_{1.1}^{*} x_{2}+v_{1,2}^{*} x_{3} \\
& y_{3}=v 3,1 x_{1}+v_{3.2} x_{2}+v_{3.3} x_{3}=v_{2.1}^{*} x_{2}+v_{2,2}^{*} x_{3} .
\end{aligned}
$$

Let

$$
y^{*}=\binom{y_{2}}{y_{3}} \quad \text { and } \quad x^{*}=\binom{x_{2}}{x_{3}} .
$$

Then

$$
V^{*} x^{*}=y^{*} .
$$

It follows that

$$
G_{B^{*}}\left(y_{2}, y_{3}\right)=G_{B^{*}}\left(V^{*} x^{*}\right)=G_{A^{*}}\left(x_{2}, x_{3}\right) .
$$

Moreover,

$$
\begin{aligned}
b_{1.1} y_{1}+b_{1.2} y_{2}+b_{1.3} y_{3} & =\sum_{i=1}^{3} b_{1, i} \sum_{j=1}^{3} v_{i . j} x_{j} \\
& =\sum_{j=1}^{3}\left(\sum_{i=1}^{3} b_{1, i} v_{i, j}\right) x_{j} \\
& =a_{1.1} x_{1}+a_{1.2} x_{2}+a_{1.3} x_{3} .
\end{aligned}
$$

Since

$$
F_{A_{1,}}\left(x_{1}, x_{2}, x_{3}\right)=x^{T} A_{r, s} x=\left(V_{r . s} x\right)^{T} B\left(V_{r, s} x\right)=y^{T} B y=F_{B}\left(y_{1}, y_{2}, y_{3}\right\} .
$$

it follows that

$$
\begin{aligned}
& \left(a_{1,1} x_{1}+a_{1.2} x_{2}+a_{1,3} x_{3}\right)^{2}+G_{A_{r, s}}\left(x_{2}, x_{3}\right) \\
& =a_{1,1} F_{A_{r, s}}\left(x_{1}, x_{2}, x_{3}\right) \\
& =b_{1,1} F_{A_{r, i}}\left(x_{1}, x_{2}, x_{3}\right) \\
& =b_{1,1} F_{B}\left(y_{1}, y_{2}, y_{3}\right) \\
& =\left(b_{1,1} y_{1}+b_{1,2} y_{2}+b_{1,3} y_{3}\right)^{2}+G_{B^{*}}\left(y_{2}, y_{3}\right) \\
& =\left(a_{1,1} x_{1}+a_{1.2} x_{2}+a_{1.3} x_{3}\right)^{2}+G_{A^{*}}\left(x_{2}, x_{3}\right),
\end{aligned}
$$

and so

$$
G_{A \cdot} \cdot\left(x_{2}, x_{3}\right)=G_{A ;}\left(x_{2}, x_{3}\right)
$$

for all integers $r$ and $s$. This completes the proof.
Lemma 1.5 Let $u_{1.1}, u_{2.1}$, and $u_{3.1}$ be integers such that

$$
\left(u_{1.1}, u_{2.1}, u_{3.1}\right)=1
$$

Then there exist six integers $u_{i, j}$ for $i=1,2,3$ and $j=2,3$ such that the matrix $U=\left(u_{i, j}\right) \in S L_{3}(\mathbf{Z})$, that is, $\operatorname{det}(U)=1$.

Proof. Let $\left(u_{1.1}, u_{2.1}\right)=a$. Choose integers $u_{1.2}$ and $u_{2.2}$ such that

$$
u_{1.1} u_{2.2}-u_{2.1} u_{1.2}=a .
$$

Since $\left(a, u_{3.1}\right)=\left(u_{1.1}, u_{2.1}, u_{3.1}\right)=1$, we can choose integers $u_{3.3}$ and $b$ such that

$$
a u_{3.3}-b u_{3.1}=1
$$

Let

$$
\begin{aligned}
& u_{1.3}=\frac{u_{1.1} b}{a} \\
& u_{2.3}=\frac{u_{2.1} b}{a}, \\
& u_{3.2}=0 .
\end{aligned}
$$

Then the matrix

$$
U=\left(u_{i . j}\right)=\left(\begin{array}{ccc}
u_{1.1} & u_{1.2} & \left(\frac{u_{1.1}}{a}\right) b \\
u_{2.1} & u_{2.2} & \left(\frac{u_{2.1}}{a}\right) b \\
u_{3.1} & 0 & u_{3.3}
\end{array}\right)
$$

has integer coefficients and determinant 1 . This completes the proof.
Lemma 1.6 Every equivalence class of positive-definite ternary quadratic forms of discriminant $d$ contains at least one form $\sum_{i . j=1}^{3} a_{i . j} x_{i} x_{j}$ for which

$$
2 \max \left(\left|a_{1.2}\right|,\left|a_{1.3}\right|\right) \leq a_{1.1} \leq \frac{4}{3} \sqrt[3]{d}
$$

Proof. Let $F$ be a positive-definite ternary quadratic form of determinant $d$, and let $C$ be the corresponding $3 \times 3$ symmetric matrix. Let $a_{1,1}$ be the smallest positive integer represented by $F$. Then there exist integers $u_{1.1}, u_{2.1}$, and $u_{3.1}$ such that

$$
F\left(u_{1.1}, u_{2.1}, u_{3.1}\right)=a_{1.1}
$$

If $\left(u_{1.1}, u_{2.1}, u_{3.1}\right)=h$, then the form $F$ also represents $a_{1.1} / h^{2}$, and so, by the minimality of $a_{1,1}$, we have $\left(u_{1,1}, u_{2.1}, u_{3.1}\right)=1$. By Lemma 1.5 , there exist integers $u_{i, j}$ for $i=1,2,3$ and $j=2,3$ such that the matrix $U=\left(u_{i, j}\right) \in S L_{3}(Z)$. Let

$$
B=U^{T} C U=\left(b_{i . j}\right) .
$$

Then $F$ is equivalent to the form $F_{B}$, and

$$
b_{1,1}=a_{1,1}
$$

is also the smallest integer represented by $F_{B}$. By Lemma 1.3,

$$
a_{1.1} F_{B}\left(x_{1}, x_{2}, x_{3}\right)=\left(b_{1,1} x_{1}+b_{1.2} x_{2}+b_{1,3} x_{3}\right)^{2}+G_{B^{\bullet}}\left(x_{2}, x_{3}\right),
$$

where $G_{B^{\bullet}}\left(x_{2}, x_{3}\right)$ is a positive-definite binary quadratic form of determinant $a_{1,1} d$. By Lemma 1.2, the form $G_{B^{\bullet}}\left(x_{2}, x_{3}\right)$ is equivalent to a binary form

$$
G_{A^{\bullet}}\left(x_{2}, x_{3}\right)=a_{1,1}^{*} x_{2}^{2}+a_{1,2}^{*} x_{2} x_{3}+a_{2.2}^{*} x_{3}^{2}
$$

such that

$$
a_{1,1}^{*} \leq \frac{2}{\sqrt{3}} \sqrt{a_{1,1} d}
$$

Choose $V^{*} \in S L_{2}(Z)$ such that $A^{*}=\left(V^{*}\right)^{T} B^{*} V^{*}$. Let $r, s \in \mathbf{Z}$, and let $V_{r . s} \in$ $S L_{3}(\mathbf{Z})$ be the matrix defined by (1.6) in Lemma 1.4. Let

$$
\begin{equation*}
A=V_{r, s}^{T} B V_{r, s}=\left(a_{i, j}\right) \tag{1.8}
\end{equation*}
$$

Note that the integer in the upper left comer of the matrix is still $a_{1,1}$, the smallest positive integer represented by any form in the equivalence class of $F$, and that, by Lemma 1.3,

$$
a_{1,1}^{*}=a_{1,1} a_{2,2}-a_{1.2}^{2} .
$$

Finally, it follows from (1.8) that

$$
a_{1,2}=a_{1,1} r+b_{1,2} v_{1,1}^{*}+b_{1,3} v_{2,1}^{*}
$$

and

$$
a_{1,3}=a_{1,1} s+b_{1,2} v_{1,2}^{*}+b_{1,3} v_{2,2}^{*}
$$

Therefore, we can choose $r$ such that

$$
\left|a_{1,2}\right| \leq \frac{a_{1,1}}{2}
$$

and choose $s$ such that

$$
\left|a_{1.3}\right| \leq \frac{a_{1,1}}{2}
$$

Since

$$
a_{1.1} \leq F_{A}(0,1,0)=a_{2.2}
$$

we have

$$
\begin{aligned}
a_{1.1}^{2} & \leq a_{1,1} a_{2,2} \\
& =a_{1,1} a_{2,2}-a_{1.2}^{2}+a_{1.2}^{2} \\
& =a_{1.1}^{*}+a_{1.2}^{2} \\
& \leq \frac{2}{\sqrt{3}} \sqrt{a_{1.1} d}+\frac{a_{1.1}^{2}}{4} .
\end{aligned}
$$

This implies that

$$
a_{1.1}^{2} \leq\left(\frac{2}{\sqrt{3}}\right)^{3} \sqrt{a_{1.1} d}
$$

or, equivalently,

$$
a_{1,1} \leq \frac{4}{3} \sqrt[3]{d}
$$

This completes the proof.
Theorem 1.3 Every positive-definite ternary quadratic form of discriminant 1 is equivalent to the form $x_{1}^{2}+x_{2}^{2}+x_{3}^{2}$.

Proof. Let $F$ be a positive-definite ternary quadratic form of discriminant 1. By Lemma 1.6, the form $F$ is equivalent to a form $F_{A}=\sum a_{i . j} x_{i} x_{j}$ for which

$$
0 \leq 2 \max \left(\left|a_{1.2}\right|,\left|a_{1.3}\right|\right) \leq a_{1.1} \leq \frac{4}{3}
$$

This implies that $a_{1.2}=a_{1.3}=0$. Since $d \neq 0$, it follows that $a_{1.1} \neq 0$ and so $a_{1.1}=1$. Therefore,

$$
A=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & a_{2.2} & a_{2.3} \\
0 & a_{2.3} & a_{3.3}
\end{array}\right)
$$

where the $2 \times 2$ matrix

$$
A^{*}=\left(\begin{array}{ll}
a_{2.2} & a_{2.3} \\
a_{2.3} & a_{3.3}
\end{array}\right)
$$

has determinant 1. By Theorem 1.2, there exists a matrix

$$
U^{*}=\left(\begin{array}{ll}
u_{2.2} & u_{2.3} \\
u_{2.3} & u_{3.3}
\end{array}\right) \in S L_{2}(\mathbf{Z})
$$

such that $\left(U^{*}\right)^{T} A^{*} U^{*}$ is the $2 \times 2$ identity matrix $I_{2}$. Let

$$
U=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & u_{2.2} & u_{2.3} \\
0 & u_{2.3} & u_{3.3}
\end{array}\right)
$$

Then $U^{T} A U$ is the $3 \times 3$ identity matrix $I_{3}$. This completes the proof.

### 1.5 Sums of three squares

In this section, we determine the integers that can be written as the sum of three squares. The proof uses the fact that a number is the sum of three squares if and only if it can be represented by some positive-definite ternary quadratic form of discriminant 1 , together with two important theorems of elementary number
theory: Gauss's law of quadratic reciprocity and Dirichlet's theorem on primes in arithmetic progressions.

The statement that $a$ is a quadratic residue modulo $m$ means that there exist integers $x$ and $y$ such that $x^{2}-a=y m$. If $p$ is prime and $(a, p)=1$, then the Legendre symbol $\left(\frac{a}{p}\right)$ is defined by $\left(\frac{a}{p}\right)=1$ if $a$ is a quadratic residue modulo $p$ and $\left(\frac{a}{p}\right)=-1$ if $a$ is not a quadratic residue modulo $p$. By quadratic reciprocity. if $p$ and $q$ are distinct odd primes, then $\left(\frac{p}{q}\right)=\left(\frac{q}{i}\right)$ if $p \equiv 1 \quad(\bmod 4)$ or $q \equiv 1$ $(\bmod 4)$, and $\left(\frac{p}{q}\right)=-\left(\frac{q}{p}\right)$ if $p \equiv q \equiv 3 \quad(\bmod 4)$. Also, $\left(\frac{1}{p}\right)=1$ if and only if $p \equiv 1(\bmod 4)$, and $\left(\frac{2}{p}\right)=1$ if and only if $p \equiv 1$ or $7(\bmod 8)$.

Lemma 1.7 Let $n \geq 2$. If there exists a positive integer $d^{\prime}$ such that $-d^{\prime}$ is a quadratic residue modulo $d^{\prime} n-1$, then $n$ can be represented as the sum of thret' squares.

Proof. If $-d^{\prime}$ is a quadratic residue modulo $d^{\prime} n-1$, then there exist integers $a_{1.2}$ and $a_{1.1}$ such that

$$
a_{1,2}^{2}+d^{\prime}=a_{1.1}\left(d^{\prime} n-1\right)=a_{1.1} a_{2.2}
$$

where

$$
a_{2.2}=d^{\prime} n-1 \geq 2 d^{\prime}-1 \geq 1
$$

and so

$$
a_{1,1} \geq 1
$$

Equivalently,

$$
d^{\prime}=a_{1.1} a_{2.2}-a_{1.2}^{2}
$$

The symmetric matrix

$$
A=\left(\begin{array}{ccc}
a_{1.1} & a_{1.2} & 1 \\
a_{1.2} & a_{2.2} & 0 \\
1 & 0 & n
\end{array}\right)
$$

has determinant

$$
\operatorname{det}(A)=\left(a_{1.1} a_{2.2}-a_{1.2}^{2}\right) n-a_{2.2}=d^{\prime} n-a_{2.2}=1
$$

By Lemma 1.3, the quadratic form $F_{A}$ corresponding to the matrix $A$ is positive. Moreover, $F_{A}$ has discriminant 1 and represents $n$, since $F_{1}(0,0,1)=n$. By Theorem 1.3, the form $x_{1}^{2}+x_{2}^{2}+x_{3}^{2}$ must also represent $n$. This completes the proof.

Lemma 1.8 If $n$ is a positive integer and $n \equiv 2(\bmod 4)$, then $n$ can be represented as the sum of three squares.

Proof. Since $(4 n, n-1)=1$, it follows from Dirichlet's theorem that the arithmetic progression $\{4 n j+n-1: j=1,2, \ldots\}$ contains infinitely many primes. Choose $j \geq 1$ such that

$$
p=4 n j+n-1=(4 j+1) n-1
$$

is prime. Let $d^{\prime}=4 j+1$. Since $n \equiv 2(\bmod 4)$, we have

$$
p=d^{\prime} n-1 \equiv 1 \quad(\bmod 4) .
$$

By Lemma 1.7, it suffices to prove that $-d^{\prime}$ is a quadratic residue modulo $p$. Let

$$
d^{\prime}=\prod_{q_{1} \mid d^{\prime}} q_{i}^{k_{i}},
$$

where the $q_{i}$ are the distinct primes dividing $d^{\prime}$. Then

$$
p=d^{\prime} n-1 \equiv-1 \quad\left(\bmod q_{i}\right)
$$

for all $i$, and

$$
d^{\prime} \equiv \prod_{\substack{q_{1}, k^{\prime} \\ 0,=3(\bmod )}}(-1)^{k_{i}} \equiv 1 \quad(\bmod 4)
$$

Therefore,

$$
\prod_{\substack{x_{i} k^{\prime} \\ y_{1}=3^{\prime}(\text { mod }+1)}}(-1)^{k_{i}}=1
$$

By quadratic reciprocity we have

$$
\left(\frac{-1}{p}\right)=1
$$

since $p \equiv 1 \quad(\bmod 4)$, and

$$
\begin{aligned}
\left(\frac{-d^{\prime}}{p}\right) & =\left(\frac{-1}{p}\right)\left(\frac{d^{\prime}}{p}\right) \\
& =\left(\frac{d^{\prime}}{p}\right) \\
& =\prod_{q_{1} \mid d^{\prime}}\left(\frac{q_{i}}{p}\right)^{k_{1}} \\
& =\prod_{q_{i} \mid d^{\prime}}\left(\frac{p}{q_{i}}\right)^{k_{1}} \\
& =\prod_{q_{i} \mid d^{\prime}}\left(\frac{-1}{q_{i}}\right)^{k_{1}} \\
& =\prod_{\substack{q_{1}, d^{\prime}}}(-1)^{k_{i}} \\
& =1 .
\end{aligned}
$$

This completes the proof.

Lemma 1.9 If $n$ is a positive integer such that $n \equiv 1,3$, or $5(\bmod 8)$, then $n$ can be represented as the sum of three squares.

Proof. Clearly, 1 is a sum of three nonnegative squares. Let $n \geq 2$. Let

$$
c=\left\{\begin{array}{lll}
3 & \text { if } n \equiv 1 & (\bmod 8) \\
1 & \text { if } n \equiv 3 & (\bmod 8) \\
3 & \text { if } n \equiv 5 & (\bmod 8)
\end{array}\right.
$$

If $n \equiv 1$ or $3(\bmod 8)$, then

$$
\frac{c n-1}{2} \equiv 1 \quad(\bmod 4)
$$

If $n \equiv 5(\bmod 8)$, then

$$
\frac{c n-1}{2} \equiv 3 \quad(\bmod 4)
$$

In all three cases,

$$
\left(4 n, \frac{c n-1}{2}\right)=1
$$

By Dirichlet's theorem, there exists a prime number $p$ of the form

$$
p=4 n j+\frac{c n-1}{2}
$$

for some positive integer $j$. Let

$$
d^{\prime}=8 j+c
$$

Then

$$
2 p=(8 j+c) n-1=d^{\prime} n-1
$$

By Lemma 1.7, it suffices to prove that $-d^{\prime}$ is a quadratic residue modulo $2 p$.
If $-d^{\prime}$ is a quadratic residue modulo $p$, then there exists an integer $x_{0}$ such that

$$
\left(x_{0}+p\right)^{2}+d^{\prime} \equiv x_{0}^{2}+d^{\prime} \equiv 0 \quad(\bmod p)
$$

Let $x=x_{0}$ if $x_{0}$ is odd, and let $x=x_{0}+p$ if $x_{0}$ is even. Then $x$ is odd and $x^{2}+d^{\prime}$ is even. Since

$$
x^{2}+d^{\prime} \equiv 0 \quad(\bmod 2)
$$

and

$$
x^{2}+d^{\prime} \equiv 0 \quad(\bmod p)
$$

it follows that

$$
x^{2}+d^{\prime} \equiv 0 \quad(\bmod 2 p)
$$

Therefore, it suffices to prove that $-d^{\prime}$ is a quadratic residue modulo $p$.

Let

$$
d^{\prime}=\prod_{q_{1} \mid d^{\prime}} q_{i}^{k_{i}}
$$

be the factorization of the odd integer $d^{\prime}$ into a product of powers of distinct odd primes $q_{i}$. Since

$$
2 p \equiv-1 \quad\left(\bmod d^{\prime}\right)
$$

it follows that

$$
2 p \equiv-1 \quad\left(\bmod q_{i}\right)
$$

and

$$
\left(p, q_{i}\right)=1
$$

for every prime $q_{i}$ that divides $d^{\prime}$.
If $n \equiv 1$ or $3(\bmod 8)$, then $p \equiv 1 \quad(\bmod 4)$ and

$$
\begin{aligned}
\left(\frac{-d^{\prime}}{p}\right) & =\left(\frac{-1}{p}\right)\left(\frac{d^{\prime}}{p}\right) \\
& =\left(\frac{d^{\prime}}{p}\right) \\
& =\prod_{q_{1} \mid d^{\prime}}\left(\frac{q_{i}}{p}\right)^{k_{i}} \\
& =\prod_{q_{1} \mid d^{\prime}}\left(\frac{p}{q_{i}}\right)^{k_{1}}
\end{aligned}
$$

If $n \equiv 5(\bmod 8)$, then $p \equiv 3(\bmod 4)$ and $d^{\prime} \equiv 3(\bmod 8)$. From the factorization of $d^{\prime}$, we obtain

$$
\begin{aligned}
& \equiv \prod_{\substack{\left.t_{i}, u^{d} \\
v_{1}, 3^{(m a d}\right)}}(-1)^{k_{i}}(\bmod 4) \\
& \equiv-1 \quad(\bmod 4)
\end{aligned}
$$

and so

$$
\prod_{\substack{q_{i}, u_{i} \\ u_{1}=3^{\prime}(m a d}}(-1)^{k_{1}}=-1 .
$$

It follows from quadratic reciprocity that

$$
\begin{aligned}
\left(\frac{-d^{\prime}}{p}\right) & =\left(\frac{-1}{p}\right)\left(\frac{d^{\prime}}{p}\right) \\
& =-\left(\frac{d^{\prime}}{p}\right)
\end{aligned}
$$

$$
\begin{aligned}
& =-\prod_{\substack{q_{1}\left(v^{\prime}\right) \\
q_{1}=1(\operatorname{mot} s)}}\left(\frac{q_{i}}{p}\right)^{k_{1}} \prod_{\substack{q_{i}, k^{\alpha^{\prime}} \\
q_{i}=\geq i(\operatorname{modt})}}\left(\frac{q_{i}}{p}\right)^{k_{1}}
\end{aligned}
$$

$$
\begin{aligned}
& =\prod_{q_{i} \mid d^{\prime}}\left(\frac{p}{q_{i}}\right)^{k_{i}} .
\end{aligned}
$$

In both cases,

$$
\begin{aligned}
& \left(\frac{-d^{\prime}}{p}\right)=\prod_{q_{i} \mid d^{\prime}}\left(\frac{p}{q_{i}}\right)^{k_{i}} \\
& =\prod_{q_{i} \mid d^{\prime}}\left(\frac{2}{q_{i}}\right)^{k_{1}}\left(\frac{2 p}{q_{i}}\right)^{k_{1}} \\
& =\prod_{q_{i} \mid d^{\prime}}\left(\frac{2}{q_{i}}\right)^{k_{i}} \prod_{q_{i} \mid d^{\prime}}\left(\frac{-1}{q_{i}}\right)^{k_{i}}
\end{aligned}
$$

$$
\begin{aligned}
& =\prod_{a_{i}=\operatorname{sen}_{i}, i^{\prime}\left(\operatorname{lncd} 8_{1}^{\prime}\right)}(-1)^{k_{i}} .
\end{aligned}
$$

Therefore, $-d^{\prime}$ is a quadratic residue modulo $2 p=d^{\prime} n-1$ if

$$
\sum_{\substack{q_{i}, \omega^{\prime} \\ g_{i}=0,7 \\ \operatorname{maNN}_{2},}} k_{i} \equiv 0 \quad(\bmod 2) .
$$

This is what we shall prove. We have

$$
\begin{aligned}
& \equiv \prod_{\substack{q_{i}, d^{\prime} \\
q_{i}=3 . j^{\prime}(\bmod 8)}} 3^{k_{i}} \prod_{\substack{q_{1}, \alpha^{\prime} \\
q_{i}=5,7^{\prime}(\bmod 8)}}(-1)^{k_{i}}(\bmod 8) .
\end{aligned}
$$

If $n \equiv 1$ or $5(\bmod 8)$, then $c=3$ and

$$
d^{\prime}=8 j+3 \equiv 3 \quad(\bmod 8)
$$

This implies that

$$
\sum_{\substack{y^{\prime}, y^{\prime} \\ 4, \bmod x_{1}}} k_{i} \equiv 1 \quad(\bmod 2)
$$

and

$$
\sum_{\substack{s_{i} ; a^{\prime} \\ v_{i}=F_{i}^{\prime}(\text { mod } 8)}} k_{i} \equiv 0 \quad(\bmod 2) .
$$

If $n \equiv 3(\bmod 8)$, then $c=1$ and

$$
d^{\prime}=8 j+1 \equiv 1 \quad(\bmod 8)
$$

It follows that

$$
\sum_{\substack{\left.y^{\prime}, k^{\prime} \\ y_{i}=x^{\prime}, \operatorname{mandal}^{8}\right)}} k_{i} \equiv 0 \quad(\bmod 2)
$$

and

$$
\sum_{\substack{g_{i} d^{\prime} \\ \psi_{i}=\mathrm{I}^{\prime}(\bmod 8)}} k_{i} \equiv 0 \quad(\bmod 2) .
$$

This completes the proof.
Theorem 1.4 (Gauss) A positive integer $N$ can be represented as the sum of three squares if and only if $N$ is not of the form

$$
N=4^{a}(8 k+7)
$$

Proof. Since

$$
x^{2} \equiv 0,1, \text { or } 4 \quad(\bmod 8)
$$

for every integer $x$, it follows that a sum of three squares can never be congruent to 7 modulo 8. If the integer $4 m$ is the sum of three squares, then there exist integers $x_{1}, x_{2}, x_{3}$ such that

$$
4 m=x_{1}^{2}+x_{2}^{2}+x_{3}^{2}
$$

This is possible only if $x_{1}, x_{2}, x_{3}$ are all even, and so

$$
m=\left(\frac{x_{1}}{2}\right)^{2}+\left(\frac{x_{2}}{2}\right)^{2}+\left(\frac{x_{3}}{2}\right)^{2}
$$

Therefore, $4^{a} m$ is the sum of three squares if and only if $m$ is the sum of three squares. This proves that no integer of the form $4^{a}(8 k+7)$ can be the sum of three squares.

Every positive integer $N$ can be written uniquely in the form $N=4^{a} m$, where $m \equiv 2(\bmod 4)$ or $m \equiv 1,3,5$, or $7(\bmod 8)$. By Lemma 1.8 and Lemma 1.9, the positive integer $N$ is the sum of three squares unless $m \equiv 7(\bmod 8)$. This completes the proof.

Theorem 1.5 If $N$ is a positive integer such that $N \equiv 3(\bmod 8)$, then $N$ is the sum of three odd squares.

Proof. Recall that $x^{2} \equiv 0,1$, or $4(\bmod 8)$ for every integer $x$. If $N \equiv 3$ $(\bmod 8)$ is a sum of three squares, then each of the squares must be congruent to 1 modulo 8 , and so each of the squares must be odd. This completes the proof.

### 1.6 Thin sets of squares

If $A$ is a finite set of nonnegative integers such that every integer from 0 to $N$ can be written as the sum of $h$ elements of $A$, with repetitions allowed, then $A$ is called a basis of order $h$ for $N$. A simple counting argument shows that if $A$ is a basis of order $h$ for $N$, then $A$ cannot be too small.

Theorem 1.6 Let $h \geq 2$. There exists a positive constant $c=c(h)$ such that, if $A$ is a basis of order $h$ for $N$, then

$$
|A|>c N^{1 / n} .
$$

Proof. Let $|A|=k$. If $A$ is a basis of order $h$ for $N$, then each of the integers $0,1, \ldots, N$ is a sum of $h$ elements of $A$, with repetitions allowed. The number of combinations of $h$ elements, with repetitions allowed, of a set of cardinality $k$ is the binomial coefficient $\binom{k+h-1}{h}$. Therefore,

$$
N+1 \leq\binom{ k+h-1}{h}=\frac{k(k+1) \cdots(k+h-1)}{h!} \leq \frac{c^{\prime} k^{h}}{h!}
$$

for some constant $c^{\prime}>0$ and all $k$, and so

$$
|A|=k>\left(\frac{h!N}{c^{\prime}}\right)^{1 / h}=c N^{1 / h} .
$$

This completes the proof.
Since the squares form a basis of order 4 , it follows that for every $N \geq 0$ the set $Q_{N}$ of all squares up to $N$ is a basis of order 4 for $N$. Moreover,

$$
\left|Q_{N}\right|=1+\left[N^{1 / 2}\right]>N^{1 / 2} .
$$

This is much larger than $c N^{1 / 4}$, which is a lower bound for the thinnest possible basis of order 4. It is natural to ask if for every $N$ there exists a set $A_{N}$ of squares that is a basis of order 4 for $N$ and satisfies

$$
\lim _{N \rightarrow \infty} \frac{A_{N}}{N^{1 / 2}}=0 .
$$

The answer is provided by the following theorem.
Theorem 1.7 (Choi-Erdös-Nathanson) For every $N \geq 2$, there exists a set $A_{N}$ of squares such that $A_{N}$ is a basis of order 4 for $N$ and

$$
\left|A_{N}\right| \leq\left(\frac{4}{\log 2}\right) N^{1 / 3} \log N .
$$

Proof. The sets $A_{2}=A_{3}=\{0,1\}$ and $A_{4}=A_{5}=\{0,1,4\}$ satisfy the requirements of the theorem. Therefore, we can assume that $N \geq 6$.

We begin with a simple remark. By Theorem 1.4, if $\ell$ is a nonnegative integer and $\ell \equiv 1$ or $2(\bmod 4)$, then $\ell$ is the sum of three squares. Since the square of an even integer is $0(\bmod 4)$ and the square of an odd integer is $1 \quad(\bmod 4)$, it follows that if $m \not \equiv 0(\bmod 4)$ and $a$ is any positive integer such that $a^{2} \leq m$, then either $m-a^{2}$ is the sum of three squares or $m-(a-1)^{2}$ is the sum of three squares.

For $N \geq 6$, we let $A_{N}^{(1)}$ consist of the squares of all nonnegative integers up to $2 N^{1 / 3}$. Then

$$
\left|A_{N}^{(1)}\right| \leq 2 N^{1 / 3}+1
$$

Let $A_{N}^{(2)}$ consist of the squares of all integers of the form

$$
\left[k^{1 / 2} N^{1 / 3}\right] \quad \text { or } \quad\left[k^{1 / 2} N^{1 / 3}\right]-1
$$

where

$$
4 \leq k \leq N^{1 / 3}
$$

Then

$$
\left|A_{N}^{(2)}\right| \leq 2\left(N^{1 / 3}-3\right)=2 N^{1 / 3}-6 .
$$

Let

$$
A_{N}^{(0)}=A_{N}^{(1)} \cup A_{N}^{(2)} .
$$

Then

$$
\left|A_{N}^{(0)}\right|<4 N^{1 / 3} .
$$

Since $A_{N}^{(0)}$ contains all the squares up to $4 N^{2 / 3}$, it follows from Lagrange's theorem that every nonnegative integer up to $4 N^{2 / 3}$ is the sum of four squares belonging to $A_{N}^{(0)}$.

Let $m$ be an integer such that

$$
4 N^{2 / 3}<m \leq N
$$

and

$$
m \not \equiv 0 \quad(\bmod 4)
$$

We shall prove that there exists an integer $a_{0} \in A_{N}^{(2)}$ such that

$$
0 \leq m-a_{0}^{2} \leq 4 N^{2 / 3}
$$

and $m-a_{0}^{2}$ is the sum of three squares. Since

$$
4<\frac{m}{N^{2 / 3}} \leq N^{1 / 3}
$$

it follows that

$$
4 \leq k=\left[\frac{m}{N^{2 / 3}}\right] \leq N^{1 / 3}
$$

Let

$$
a=\left[k^{1 / 2} N^{1 / 3}\right]
$$

Then $a^{2} \in A_{N}^{(2)},(a-1)^{2} \in A_{N}^{(2)}$,

$$
a^{2} \leq k N^{2 / 3} \leq m<(k+1) N^{2 / 3}
$$

and

$$
a>k^{1 / 2} N^{1 / 3}-1
$$

It follows from our initial remark that either $m-a^{2}$ or $m-(a-1)^{2}$ is the sum of three squares. Choose $a_{0}^{2} \in\left\{(a-1)^{2}, a^{2}\right\} \subseteq A_{N}^{(2)}$ such that $m-a_{0}^{2}$ is a sum of three squares. Since $4<3 N^{1 / 6}$ for $N \geq 6$, we have

$$
\begin{aligned}
0 & \leq m-a^{2} \\
& \leq m-a_{0}^{2} \\
& \leq m-(a-1)^{2} \\
& <(k+1) N^{2 / 3}-\left(k^{1 / 2} N^{1 / 3}-2\right)^{2} \\
& <(k+1) N^{2 / 3}-k N^{2 / 3}+4 k^{1 / 2} N^{1 / 3} \\
& =N^{2 / 3}+4 k^{1 / 2} N^{1 / 3} \\
& \leq N^{2 / 3}+4 N^{1 / 2} \\
& <4 N^{2 / 3}
\end{aligned}
$$

and so $m-a_{0}^{2}$ is the sum of three squares belonging to $A_{N}^{(1)}$. Therefore, if $0 \leq m \leq N$ and $m \neq 0 \quad(\bmod 4)$, then $m$ is the sum of four squares belonging to $A_{N}^{(0)}$.

Let

$$
A_{N}=\left\{\left(2^{i} a\right)^{2}: 0 \leq i \leq \frac{\log N}{\log 4} \quad \text { and } \quad a \in A_{N}^{(0)}\right\}
$$

Then $A_{N}$ is a set of squares and

$$
\left|A_{N}\right| \leq\left(\frac{\log N}{\log 4}+1\right)\left|A_{N}^{(0)}\right|<\left(\frac{2 \log N}{\log 4}\right) 4 N^{1 / 3}=\left(\frac{4}{\log 2}\right) N^{1 / 3} \log N .
$$

Let $n \in[0, N]$. If $n \not \equiv 0(\bmod 4)$, then $n$ is the sum of four squares belonging to $A_{N}^{(0)} \subseteq A_{N}$. If $n \equiv 0 \quad(\bmod 4)$, then $n=4^{i} m$, where $m \neq 0(\bmod 4)$ and $0 \leq i \leq \log N / \log 4$. Then

$$
m=a_{1}^{2}+a_{2}^{2}+a_{3}^{2}+a_{4}^{2}
$$

where $a_{1}, a_{2}, a_{3}, a_{4} \in A_{N}^{(0)}$, and so

$$
n=4^{i} m=\left(2^{i} a_{1}\right)^{2}+\left(2^{i} a_{2}\right)^{2}+\left(2^{\prime} a_{3}\right)^{2}+\left(2^{i} a_{4}\right)^{2}
$$

is a sum of four squares belonging to $A_{N}$. This completes the proof.

### 1.7 The polygonal number theorem

We begin by proving Gauss's theorem that the triangles form a basis of order three. Equivalently, as Gauss wrote in his journal on July 10, 1796,

$$
\text { EイPHKA! num }=\Delta+\Delta+\Delta .
$$

Theorem 1.8 (Gauss) Every nonnegative integer is the sum of three triangles.
Proof. The triangular numbers are integers of the form $k(k+1) / 2$. Let $N \geq 1$. By Theorem 1.5, the integer $8 N+3$ is the sum of three odd squares, and so there exist nonnegative integers $k_{1}, k_{2}, k_{3}$ such that

$$
\begin{aligned}
8 N+3 & =\left(2 k_{1}+1\right)^{2}+\left(2 k_{2}+1\right)^{2}+\left(2 k_{3}+1\right)^{2} \\
& =4\left(k_{1}^{2}+k_{1}+k_{2}^{2}+k_{2}+k_{3}^{2}+k_{3}\right)+3 .
\end{aligned}
$$

Therefore,

$$
N=\frac{k_{1}\left(k_{1}+1\right)}{2}+\frac{k_{2}\left(k_{2}+1\right)}{2}+\frac{k_{3}\left(k_{3}+1\right)}{2} .
$$

This completes the proof.
Lagrange's theorem (Theorem 1.1) is the polygonal number theorem for squares, and Gauss's theorem is the polygonal number theorem for triangles. We shall now prove the theorem for polygonal numbers of order $m+2$ for all $m \geq 3$. It is easy to check the polygonal number theorem for small values of $N / m$. Recall that the $k$ th polygonal number of order $m+2$ is

$$
p_{m}(k)=\frac{m k(k-1)}{2}+k
$$

The first six polygonal numbers are

$$
\begin{aligned}
& p_{m}(0)=0 \\
& p_{m}(1)=1 \\
& p_{m}(2)=m+2 \\
& p_{m}(3)=3 m+3 \\
& p_{m}(4)=6 m+4 \\
& p_{m}(5)=10 m+5 .
\end{aligned}
$$

If $k_{1}, \ldots, k_{s}$ are positive integers, then, for $r=0,1, \ldots, m+2-s$, the numbers of the form

$$
\begin{equation*}
p_{m}\left(k_{1}\right)+p_{m}\left(k_{2}\right)+\cdots+p_{m}\left(k_{s}\right)+r p_{m}(1) \tag{1.9}
\end{equation*}
$$

are an interval of $m+3-s$ consecutive integers, each of which is a sum of exactly $m+2$ polygonal numbers. Here is a short table of representations of integers as sums of $m+2$ polygonal numbers of order $m+2$. The first column expresses the
integer as a sum of polygonal numbers in the form (1.9), and the next two columns give the smallest and largest integers that the expression represents.

| $r p_{m}(1)$ | 0 | $m+2$ |
| :--- | ---: | ---: |
| $p_{m}(2)+r p_{m}(1)$ | $m+2$ | $2 m+3$ |
| $2 p_{m}(2)+r p_{m}(1)$ | $2 m+4$ | $3 m+4$ |
| $p_{m}(3)+r p_{m}(1)$ | $3 m+3$ | $4 m+4$ |
| $p_{m}(3)+p_{m}(2)+r p_{m}(1)$ | $4 m+5$ | $5 m+5$ |
| $4 p_{m}(2)+r p_{m}(1)$ | $4 m+8$ | $5 m+6$ |
| $p_{m}(3)+2 p_{m}(2)+r p_{m}(1)$ | $5 m+7$ | $6 m+4$ |
| $p_{m}(4)+r p_{m}(1)$ | $6 m+4$ | $7 m+5$ |
| $p_{m}(4)+p_{m}(2)+r p_{m}(1)$ | $7 m+6$ | $8 m+6$ |
| $2 p_{m}(3)+p_{m}(2)$ | $7 m+8$ | $8 m+7$ |
| $p_{m}(4)+2 p_{m}(2)+r p_{m}(1)$ | $8 m+8$ | $9 m+7$ |
| $p_{m}(4)+p_{m}(3)+r p_{m}(1)$ | $9 m+7$ | $10 m+7$ |
| $p_{m}(5)+r p_{m}(1)$ | $10 m+5$ | $11 m+6$ |
| $p_{m}(5)+p_{m}(2)+r p_{m}(1)$ | $11 m+7$ | $12 m+7$ |

This table gives explicit polygonal number representations for all integers up to $12 m+7$. It is not difficult to extend this computation. Pepin [95] and Dickson [23] published tables of representations of $N$ as a sum of $m+2$ polygonal numbers of order $m+2$ for all $m \geq 3$ and $N \leq 120 m$. Therefore, it suffices to prove the polygonal number theorem for $N>120 \mathrm{~m}$.

We need the following lemmas.
Lemma 1.10 Let $m \geq 3$ and $N \geq 2 m$. Let $L$ denote the length of the interval

$$
I=\left(\frac{1}{2}+\sqrt{\frac{6 N}{m}-3}, \quad \frac{2}{3}+\sqrt{\frac{8 N}{m}-8}\right)
$$

Then

$$
L>4 \quad \text { if } N \geq 108 m
$$

and

$$
L>\ell m \quad \text { if } \ell \geq 3 \text { and } N \geq 7 \ell^{2} m^{3} .
$$

Proof. This is a straightforward computation. Let

$$
x=N / m \geq 2
$$

and

$$
\ell_{0}=\ell-\frac{1}{6}
$$

We see that

$$
L=\sqrt{8 x-8}-\sqrt{6 x-3}+\frac{1}{6}>\ell
$$

if and only if

$$
\sqrt{8 x-8}>\sqrt{6 x-3}+\ell_{0}
$$

or, after squaring both sides and rearranging,

$$
2 x-\ell_{0}^{2}-5>2 \ell_{0} \sqrt{6 x-3}
$$

Squaring and rearranging again, we obtain

$$
4 x\left(x-\left(7 \ell_{0}^{2}+5\right)\right)+\left(\ell_{0}^{2}+5\right)^{2}+12 \ell_{0}^{2}>0
$$

This inequality certainly holds if

$$
x \geq 7 \ell_{0}^{2}+5=7\left(\ell-\frac{1}{6}\right)^{2}+5
$$

Therefore,

$$
L>\ell \quad \text { if } \quad \frac{N}{m} \geq 7\left(\ell-\frac{1}{6}\right)^{2}+5
$$

Since

$$
7\left(4-\frac{1}{6}\right)^{2}+5=107.86 \ldots
$$

it follows that $L>4$ if $N \geq 108 m$. Since

$$
7 \ell^{2}>7\left(\ell-\frac{1}{6}\right)^{2}+5
$$

for $\ell \geq 3$, it follows that $L>\ell$ if $\ell \geq 3$ and $N / m \geq 7 \ell^{2}$. Therefore, if $\ell \geq 3$ and $N \geq 7 \ell^{2} m^{3}$, then $L>\ell m$. This completes the proof.

Lemma 1.11 Let $m \geq 3$ and $N \geq 2 m$. Let $a, b$, and $r$ be nonnegative integers such that

$$
0 \leq r<m
$$

and

$$
\begin{equation*}
N=\frac{m}{2}(a-b)+b+r \tag{1.10}
\end{equation*}
$$

Consider the open interval

$$
I=\left(\frac{1}{2}+\sqrt{\frac{6 N}{m}-3}, \quad \frac{2}{3}+\sqrt{\frac{8 N}{m}-8}\right)
$$

If

$$
b \in I
$$

then

$$
\begin{equation*}
b^{2}<4 a \tag{1.11}
\end{equation*}
$$

and

$$
\begin{equation*}
3 a<b^{2}+2 b+4 \tag{1.12}
\end{equation*}
$$

Proof. From equation (1.10), we have

$$
a=\left(1-\frac{2}{m}\right) b+2\left(\frac{N-r}{m}\right)
$$

By the quadratic formula,

$$
b^{2}-4 a=b^{2}-4\left(1-\frac{2}{m}\right) b-8\left(\frac{N-r}{m}\right)<0
$$

if

$$
0 \leq b<2\left(1-\frac{2}{m}\right)+\sqrt{4\left(1-\frac{2}{m}\right)^{2}+8\left(\frac{N-r}{m}\right)}
$$

If $b \in I$, then

$$
\begin{aligned}
0<b & <\frac{2}{3}+\sqrt{\frac{8 N}{m}-8} \\
& <2\left(1-\frac{2}{m}\right)+\sqrt{8\left(\frac{N-r}{m}\right)} \\
& <2\left(1-\frac{2}{m}\right)+\sqrt{4\left(1-\frac{2}{m}\right)^{2}+8\left(\frac{N-r}{m}\right)}
\end{aligned}
$$

This proves (1.11).
Again by the quadratic formula,

$$
b^{2}+2 b+4-3 a=b^{2}-\left(1-\frac{6}{m}\right) b-\left(6\left(\frac{N-r}{m}\right)-4\right)>0
$$

if

$$
b>\left(\frac{1}{2}-\frac{3}{m}\right)+\sqrt{\left(\frac{1}{2}-\frac{3}{m}\right)^{2}+6\left(\frac{N-r}{m}\right)-4}
$$

If $b \in I$, then

$$
\begin{aligned}
b & >\frac{1}{2}+\sqrt{\frac{6 N}{m}-3} \\
& >\left(\frac{1}{2}-\frac{3}{m}\right)+\sqrt{\left(\frac{1}{2}-\frac{3}{m}\right)^{2}+\frac{6 N}{m}-4} \\
& >\left(\frac{1}{2}-\frac{3}{m}\right)+\sqrt{\left(\frac{1}{2}-\frac{3}{m}\right)^{2}+6\left(\frac{N-r}{m}\right)-4}
\end{aligned}
$$

This proves inequality (1.12).
The following result is sometimes called Cauchy's lemma.

Lemma 1.12 Let $a$ and $b$ be odd positive integers such that

$$
b^{2}<4 a
$$

and

$$
3 a<b^{2}+2 b+4
$$

Then there exist nonnegative integers $s, t, u, v$ such that

$$
\begin{equation*}
a=s^{2}+t^{2}+u^{2}+v^{2} \tag{1.13}
\end{equation*}
$$

and

$$
\begin{equation*}
b=s+t+u+v \tag{1.14}
\end{equation*}
$$

Proof. Since $a$ and $b$ are odd, it follows that $4 a-b^{2} \equiv 3(\bmod 8)$. By Theorem 1.5, there exist odd positive integers $x \geq y \geq z$ such that

$$
4 a-b^{2}=x^{2}+y^{2}+z^{2}
$$

We can choose the sign of $\pm z$ so that $b+x+y \pm z \equiv 0 \quad$ (mod 4). Define integers $s, t, u, v$ as follows:

$$
\begin{aligned}
& s=\frac{b+x+y \pm z}{4} \\
& t=\frac{b+x}{2}-s=\frac{b+x-y \mp z}{4} \\
& u=\frac{b+y}{2}-s=\frac{b-x+y \mp z}{4} \\
& v=\frac{b \pm z}{2}-s=\frac{b-x-y \pm z}{4}
\end{aligned}
$$

These numbers satisfy equations (1.13) and (1.14) and

$$
s \geq t \geq u \geq v
$$

We must show that $v \geq 0$. By Exercise 8, the maximum value of $x+y+z$ subject to the constraint $x^{2}+y^{2}+z^{2}=4 a-b^{2}$ is $\sqrt{12 a-3 b^{2}}$. Also, the inequality $3 a<b^{2}+2 b+4$ implies that $\sqrt{12 a-3 b^{2}}<b+4$. Therefore,

$$
x+y+z \leq \sqrt{12 a-3 b^{2}}<b+4
$$

and so

$$
v \geq \frac{b-x-y-z}{4}>-1
$$

Since $v$ is an integer, we must have $v \geq 0$. This completes the proof.
The following result is a strong form of Cauchy's polygonal number theorem.
Theorem 1.9 (Cauchy) If $m \geq 4$ and $N \geq 108 m$, then $N$ can be written as the sum of $m+1$ polygonal numbers of order $m+2$, at most four of which are different from 0 or l. If $N \geq 324$, then $N$ can be written as the sum of five pentagonal numbers, at least one of which is 0 or 1 .

Proof. By Lemma 1.10, the length of the interval

$$
I=\left(\frac{1}{2}+\sqrt{\frac{6 N}{m}-3}, \quad \frac{2}{3}+\sqrt{\frac{8 N}{m}-8}\right)
$$

is greater than 4 since $N \geq 108 m$, and so $I$ contains four consecutive integers and, consequently, two consecutive odd numbers $b_{1}$ and $b_{2}$. If $m \geq 4$, the set of numbers of the form $b+r$, where $b \in\left\{b_{1}, b_{2}\right\}$ and $r \in\{0,1, \ldots, m-3\}$, contains a complete set of representatives of the congruence classes modulo $m$, and so we can choose $b \in\left\{b_{1}, b_{2}\right\} \subseteq I$ and $r \in\{0,1, \ldots, m-3\}$ such that

$$
N \equiv b+r \quad(\bmod m)
$$

Then

$$
\begin{equation*}
a=2\left(\frac{N-b-r}{m}\right)+b=\left(1-\frac{2}{m}\right) b+2\left(\frac{N-r}{m}\right) \tag{1.15}
\end{equation*}
$$

is an odd positive integer, and

$$
N=\frac{m}{2}(a-b)+b+r .
$$

By Lemma 1.11, since $b \in I$, we have

$$
b^{2}<4 a
$$

and

$$
3 a<b^{2}+2 b+4
$$

By Lemma 1.12, there exist nonnegative integers $s, t, u, v$ such that

$$
a=s^{2}+t^{2}+u^{2}+v^{2}
$$

and

$$
b=s+t+u+v .
$$

Therefore,

$$
\begin{aligned}
N & =\frac{m}{2}(a-b)+b+r \\
& =\frac{m}{2}\left(s^{2}-s+t^{2}-t+u^{2}-u+v^{2}-v\right)+(s+t+u+v)+r \\
& =p_{m}(s)+p_{m}(t)+p_{m}(u)+p_{m}(v)+r .
\end{aligned}
$$

Since $0 \leq r \leq m-3$ and since 0 and 1 are polygonal numbers of order $m+2$ for every $m$, we obtain Cauchy's theorem for $m \geq 4$, that is, for polygonal numbers of order at least six. To obtain the result for pentagonal numbers, that is, for $m=3$, we consider numbers of the form $b_{1}+r$ and $b_{2}+r$, where $b_{1}, b_{2}$ are consecutive odd integers in the interval $I$, and $r=0$ or 1 .

Theorem 1.10 (Legendre) Let $m \geq 3$ and $N \geq 28 m^{3}$. If $m$ is odd, then $N$ is the sum of four polygonal numbers of order $m+2$. If $m$ is even, then $N$ is the sum of five polygonal numbers of order $m+2$, at least one of which is 0 or 1 .

Proof. By Lemma 1.10, the length of the interval $I$ is greater than $2 m$, so $I$ contains $m$ consecutive odd numbers. If $m$ is odd, these form a complete set of representatives of the congruence classes modulo $m$, so $N \equiv b(\bmod m)$ for some odd integer $b \in I$. Let $r=0$ and define $a$ by formula (1.15). Then

$$
N=\frac{m}{2}(a-b)+b,
$$

and it follows from Lemma 1.11 and Lemma 1.12 that $N$ is the sum of four polygonal numbers of order $m+2$.

If $m$ is even and $N$ is odd, then $N \equiv b \quad(\bmod m)$ for some odd integer $b \in I$ and $N$ is the sum of four polygonal numbers of order $m+2$. If $m$ is even and $N$ is even, then $N-1 \equiv b \quad(\bmod m)$ for some odd integer $b \in I$ and $N$ is the sum of five polygonal numbers of order $m+2$, one of which is $p_{m}(1)=1$. This completes the proof.

A set of integers is called an asymptotic basis of order $h$ if every sufficiently large integer can be written as the sum of $h$ not necessarily distinct elements of the set. Legendre's theorem shows that if $m \geq 3$ and $m$ is odd, then the polygonal numbers of order $m+2$ form an asymptotic basis of order 4 , and if $m \geq 4$ and $m$ is even, then the polygonal numbers of order $m+2$ form an asymptotic basis of order 5.

### 1.8 Notes

Polygonal numbers go back at least as far as Pythagoras. They are discussed at length by Diophantus in his book Arithmetica and in a separate essay On polygonal numbers. An excellent reference is Diophantus of Alexandria: A Study in the History of Greek Algebra, by T. L. Heath [53]. Dickson's History of the Theory of Numbers [22, Vol. II, Ch.1] provides a detailed history of polygonal numbers and sums of squares.

There are many different proofs of Lagrange's theorem that every nonnegative integer is the sum of four squares. For a proof using the geometry of numbers, see Nathanson [93]. There is a vast literature concerned with the number of representations of an integer as the sum of $s$ squares. Extensive treatments of these matters can be found in the monographs of Grosswald [43], Knopp [74], and Rademacher [98]. Liouville discovered an important and powerful elementary method that produces many of the same results (see Dickson [22, Vol. II, Ch. 11] or Uspensky and Heaslet [122]).

Legendre and Gauss determined the numbers that can be represented as the sum of three squares. See Dickson [22, Vol. II] for historical references. In this chapter, I followed the beautiful exposition of Landau [78]. There is also a nice proof by

Weil [140] that every positive integer congruent to $3(\bmod 8)$ is the sum of three odd squares.

Cauchy [9] published the first proof of the polygonal number theorem. Iegendre's theorem that the polygonal numbers of order $m$ form an asymptotic basis of order 4 or 5 appears in [80, Vol. 2, pp. $331 \cdot 3.561$. In this chapter I gave a simple proof of Nathanson [91, 92], which is based on Pepin [95].

Theorem 1.7 is due to Choi, Erdôs, and Nathanson [13]. U'sing a probabilistic result of Erdős and Nathanson [36], Zöllner [152] has proved the existence of a basis of order 4 for $N$ consisting of $\ll N^{1 / 4+\varepsilon}$ squares. It is not known if the $\varepsilon$ can be removed from this inequality. Nathanson [89]. Spencer [118], Wirsing [145]. and Zöllner [151] proved the existence of "thin" subsets of the squares that are bases of order 4 for the set of all nonnegative integers.

### 1.9 Exercises

1. Let $m \geq 2$. Show that the polygonal numbers of order $m+2$ can be uritten in terms of the triangular numbers as follows:

$$
p_{m}(k)=m p_{1}(k)+k
$$

for all $k \geq 0$.
2. (Nicomachus, 100 A.D.) Prove that the sum of two consiscutive triangular numbers is a square. Prove that the sum of the $n$th square and the $(n-1)$-st triangular number is the $n$th pentagonal number.
3. Let $v(2)$ be the smallest number such that every integer $N$ lan be written in the form

$$
N= \pm x_{1}^{2} \pm \cdots \pm x_{v(2)}^{2}
$$

Prove that $v(2)=3$. This is called the easier Waring's problem for .яquares. Hint: Use the identities

$$
2 x+1=(x+1)^{2}-x^{2}
$$

and

$$
2 x=(x+1)^{2}-x^{2}-1^{2}
$$

4. Prove that if $m$ is the sum of two squares and $n$ is the sum of two squares. then $m n$ is the sum of two squares. Hint: Use the polynomial identity

$$
\left(x_{1}^{2}+x^{2}\right)\left(y_{1}^{2}+y_{2}^{2}\right)=\left(x_{1} y_{1}+x_{2} y_{2}\right)^{2}+\left(x_{1} y_{2}-x_{2} y_{1}\right)^{2}
$$

5. (Nathanson [88]) Prove that there does not exist a polynonmal identity of the form

$$
\left(x_{1}^{2}+x^{2}+x_{3}^{2}\right)\left(y_{1}^{2}+y_{2}^{2}+y_{3}^{2}\right)=z_{1}^{2}+z_{2}^{2}+z_{3}^{2}
$$

where $z_{1}, z_{2}, z_{3}$ are polynomials in $x_{1}, x_{2}, x_{3}, y_{1}, y_{2}, y_{3}$ with integral coefficients.
6. Prove that Theorem 1.4 implies Lagrange's theorem (Theorem 1.1).
7. Prove that the set of triangular numbers is not a basis of order 2 .
8. Let $S^{2}=\left\{(x, y, z) \in \mathbf{R}^{3}: x^{2}+y^{2}+z^{2}=1\right\}$. Prove that

$$
\left\{x+y+z:(x, y, z) \in S^{2}\right\}=[-\sqrt{3}, \sqrt{3}] .
$$

9. Let

$$
F_{A}\left(x_{1}, \ldots, x_{n}\right)=\sum_{i, j=1}^{n} a_{i . j} x_{i} x_{j}
$$

and

$$
F_{B}\left(x_{1}, \ldots, x_{n}\right)=\sum_{i . j=1}^{n} b_{i . j} x_{i} x_{j}
$$

be quadratic forms in $n$ variables such that

$$
F_{A}\left(x_{1}, \ldots, x_{n}\right)=F_{B}\left(x_{1}, \ldots, x_{n}\right)
$$

for all $x_{1}, \ldots, x_{n} \in \mathbf{Z}$. Prove that $a_{i, j}=b_{i . j}$ for all $i . j=1, \ldots, n$.
10. Let $A$ be an $n \times n$ symmetric matrix, and let $F_{A}$ be the corresponding quadratic form. Let

$$
U=\left(u_{i, j}\right)
$$

and

$$
B=U^{T} A U=\left(b_{i . j}\right)
$$

Prove that

$$
b_{j . j}=F_{A}\left(u_{1, j}, u_{2 . j}, \ldots, u_{n . j}\right)
$$

for $j=1, \ldots, n$.
11. For $N \geq 1$, let $k=[\sqrt{N}]$ and

$$
A=\{0,1, \ldots, k-1\} \cup\{k, 2 k, \ldots,(k-1) k\}
$$

Show that $A$ is a basis of order 2 for $N$ such that

$$
|A| \leq 2 \sqrt{N}+1
$$

12. Let $h \geq 2, k \geq 2$, and

$$
A=\{0\} \cup \bigcup_{i=0}^{h-1}\left\{a_{i} k^{i}: a_{i}=1, \ldots, k-1\right\}
$$

Prove that $A$ is a basis of order $h$ for $k^{h}-1$ and

$$
|A| \leq h(k-1)+1
$$

1. Sums of polygons
2. (Raikov [99], Stöhr [119]) Let $h \geq 2$ and $N \geq 2^{h}$. Let $A$ be the set constructed in the preceding exercise with

$$
k=\left[N^{1 / h}\right]+1 .
$$

Prove that $A$ is a basis of order $h$ for $N$ such that

$$
|A| \leq h N^{1 / h}+1 .
$$

## 2 <br> Waring's problem for cubes

Omnis integer numerus vel est cubus; vel e duobus, tribus, 4,5,6,7,8, vel novem cubus compositus: est etiam quadratoquadratus; vel e duobus, tribus \&c. usque ad novemdecim compositus \&sic deinceps. ${ }^{1}$

> E. Waring [138]

### 2.1 Sums of cubes

In his book Meditationes Algebraicae, published in 1770, Edward Waring stated without proof that every nonnegative integer is the sum of four squares, nine cubes, 19 fourth powers, and so on. Waring's problem is to prove that, for every $k \geq 2$, the set of nonnegative $k$ th powers is a basis of finite order.

Waring's problem for cubes is to prove that every nonnegative integer is the sum of a bounded number of nonnegative cubes. The least such number is denoted $g(3)$. Wieferich and Kempner proved that $g(3)=9$, and so the cubes are a basis of order nine. This is clearly best possible, since there are integers, such as 23 and 239, that cannot be written as sums of eight cubes.
Immediately after Wieferich published his theorem, Landau observed that, in fact, only finitely many positive integers actually require nine cubes, that is, every

[^1]sufficiently large integer is the sum of eight cubes. Indeed, 23 and 239 are the only positive integers that cannot be written as sums of eight nonnegative cubes. A set of integers is called an asymptotic basis of order $h$ if every sufficiently large integer can be written as the sum of exactly $h$ elements of the set. Thus, Landau's theorem states that the cubes are an asymptotic basis of order eight. Later, Linnik proved that only finitely many integers require eight cubes, so every sufficiently large integer is the sum of seven cubes, that is, the cubes are an asymptotic basis of order seven. On the other hand, an examination of congruences modulo 9 shows that there are infinitely many positive integers that cannot be written as sums of three cubes.

Let $G(3)$ denote the smallest integer $h$ such that the cubes are an asymptotic basis of order $h$, that is, such that every sufficiently large positive integer can be written as the sum of $h$ nonnegative cubes. Then

$$
4 \leq G(3) \leq 7
$$

To determine the exact value of $G(3)$ is a major unsolved problem of additive number theory. It is known that almost all positive integers are sums of four cubes. and it is possible that $G(3)=4$.

The principal results of this chapter are the theorems of Wicferich-Kempner and of Linnik. Because of the mystery surrounding sums of few cubes, we also include a section about sums of two cubes. We shall prove that there are integers with arbitrarily many representations as the sum of two nonnegative cubes, but that almost all numbers that can be written in at least one way as the sum of two nonnegative cubes have essentially only one such representation.

### 2.2 The Wieferich-Kempner theorem

The proof that $g(3)=9$ requires four lemmas.
Lemma 2.1 Let $A$ and $m$ be nonnegative integers such that $m \leq A^{2}$ and $m$ can be written as the sum of three squares. Then

$$
6 A\left(A^{2}+m\right)
$$

is a sum of six nonnegative cubes.
Proof. Let $m_{1}, m_{2}, m_{3}$ be nonnegative integers such that

$$
m=m_{1}^{2}+m_{2}^{2}+m_{3}^{2}
$$

Then

$$
0 \leq m_{i} \leq \sqrt{m} \leq A
$$

for $i=1,2,3$, and

$$
6 A\left(A^{2}+m\right)=6 A\left(A^{2}+m_{1}^{2}+m_{2}^{2}+m_{3}^{2}\right)=\sum_{i=1}^{3}\left(\left(A+m_{i}\right)^{3}+\left(A-m_{i}\right)^{3}\right)
$$

This completes the proof.
Lemma 2.2 Let $t \geq 1$. For every odd integer $w$, there is an odd integer $b$ such that

$$
w \equiv b^{3} \quad\left(\bmod 2^{t}\right)
$$

Proof. If $b$ is odd and $w \equiv b^{3} \quad\left(\bmod 2^{t}\right)$, then $w$ is odd. Let $b_{1}$ and $b_{2}$ be odd integers such that

$$
b_{1}^{3} \equiv b_{2}^{3} \quad\left(\bmod 2^{\prime}\right)
$$

Then $2^{\prime}$ divides

$$
b_{2}^{3}-b_{1}^{3}=\left(b_{2}-b_{1}\right)\left(b_{2}^{2}+b_{2} b_{1}+b_{1}^{2}\right)
$$

Since $b_{2}^{2}+b_{2} b_{1}+b_{1}^{2}$ is odd, it follows that $2^{t}$ divides $b_{2}-b_{1}$, that is,

$$
b_{1} \equiv b_{2} \quad\left(\bmod 2^{\prime}\right)
$$

This means that if $b_{1}$ and $b_{2}$ are odd integers such that

$$
0<b_{1}<b_{2}<2^{\prime}
$$

then

$$
b_{1}^{3} \not \equiv b_{2}^{3} \quad\left(\bmod 2^{\prime}\right)
$$

and so every odd integer is congruent to a cube modulo $2^{\prime}$. This completes the proof.

## Lemma 2.3 If

$$
r \geq 10648=22^{3}
$$

then there exists an integer $d \in[0,22]$ and an integer $m$ that is a sum of three squares such that

$$
r=d^{3}+6 m
$$

Proof. If the nonnegative integer $m$ is not the sum of three squares, then there exist nonnegative integers $s$ and $t$ such that

$$
m=4^{5}(8 t+7)
$$

and so

$$
6 m=6 \cdot 4^{s}(8 t+7) \equiv\left\{\begin{array}{rll}
0 & (\bmod 96) & \text { if } s \geq 2 \\
72 & (\bmod 96) & \text { if } s=1 \\
42 & (\bmod 96) & \text { if } s=0 \text { and } t \text { is even } \\
90 & (\bmod 96) & \text { if } s=0 \text { and } t \text { is odd }
\end{array}\right.
$$

It follows that if $m$ is a positive integer and

$$
6 m \equiv h \quad(\bmod 96)
$$

for some

$$
h \in \mathcal{H}=\{6,12,18,24,30,36,48,54,60,66,78,84\}
$$

then $m$ is the sum of three squares. The following table lists, for various $h \in \mathcal{H}$ and

$$
d \in \mathcal{D}=\{0,1,2,3,4,5,6,7,8,9,10,11,13,14,15,17,18,22\}
$$

the least nonnegative residue in the congruence class

$$
d^{3}+h \quad(\bmod 96)
$$

The elements of $\mathcal{H}$ are listed in the top row, and the elements of $\mathcal{D}$ are listed in the column on the left.

|  | 6 | 12 | 18 | 24 | 30 | 36 | 48 | 54 | 60 | 66 | 78 | 84 |
| ---: | ---: | ---: | ---: | ---: | :--- | ---: | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 6 | 12 | 18 | 24 | 30 | 36 | 48 | 54 | 60 | 66 | 78 | 84 |
| 1 | 7 | 13 | 19 | 25 | 31 | 37 | 49 | 55 | 61 | 67 | 79 | 85 |
| 2 | 14 | 20 | 26 | 32 | 38 | 44 | 56 | 62 | 68 | 74 | 86 | 92 |
| 3 | 33 | 39 | 45 | 51 | 57 | 63 | 75 | 81 | 87 | 93 | 9 | 15 |
| 4 | 70 | 76 | 82 | 88 | 94 | 4 | 16 | 22 | 28 | 34 | 46 | 52 |
| 5 | 35 | 41 | 47 | 53 | 59 | 65 | 77 | 83 | 89 | 95 | 11 | 17 |
| 6 | 42 | 72 | 90 |  |  |  |  |  |  |  |  |  |
| 7 | 73 | 91 | 43 |  |  |  |  |  |  |  |  |  |
| 8 | 50 | 80 | 2 |  |  |  |  |  |  |  |  |  |
| 9 | 69 | 21 | 27 |  |  |  |  |  |  |  |  |  |
| 10 | 58 | 64 | 10 |  |  |  |  |  |  |  |  |  |
| 11 | 5 | 23 | 71 |  |  |  |  |  |  |  |  |  |
| 13 | 1 |  |  |  |  |  |  |  |  |  |  |  |
| 14 | 8 |  |  |  |  |  |  |  |  |  |  |  |
| 15 | 3 |  |  |  |  |  |  |  |  |  |  |  |
| 17 | 29 |  |  |  |  |  |  |  |  |  |  |  |
| 18 | 0 |  |  |  |  |  |  |  |  |  |  |  |
| 22 | 40 |  |  |  |  |  |  |  |  |  |  |  |

Every congruence class modulo 96 appears in this table. Since $0 \leq d \leq 22$ for all $d \in \mathcal{D}$, it follows that if $r \geq 22^{3}$, then there exists an integer $d \in \mathcal{D}$ such that $r-d^{3}$ is nonnegative and $r-d^{3} \equiv h \quad(\bmod 96)$ for some $h \in \mathcal{H}$. Therefore, $r-d^{3}=6 m$, where $m$ is the sum of three squares. This completes the proof.

Lemma 2.4 If $1 \leq N \leq 40,000$, then
(i) $N$ is a sum of nine nonnegative cubes;
(ii) if $N \neq 23$ or 239 , then $N$ is a sum of eight nonnegative cubes;
(iii) if $N \neq 23$ or 239 and if $N$ is not one of the following fifteen numbers:

| 15 | 22 | 50 | 114 | 167 |
| :--- | :--- | :--- | :--- | :--- |
| 175 | 186 | 212 | 231 | 238 |
| 303 | 364 | 420 | 428 | 454 |

then $N$ is a sum of seven nonnegative cubes;
(iv) if $N>8042$, then $N$ is a sum of six nonnegative cubes.

Proof. Let $s(N)$ denote the least integer $h$ such that $N$ is the sum of $h$ nonnegative cubes. Von Sterneck computed $s(N)$ for all $N$ up to 40,000 . The four statements in the lemma are obtained by examining von Sterneck's list of values of $s(N)$. Using a computer, one can quickly verify (and extend) von Sterneck's list (see Exercise 8).

Theorem 2.1 (Wieferich-Kempner) Every nonnegative integer is the sum of nine nonnegative cubes.

Proof. We shall first prove the theorem for integers

$$
N>8^{10} .
$$

Let

$$
n=\left[N^{1 / 3}\right] .
$$

Then

$$
2^{10} \leq n \leq 2 \cdot 8^{k+1}
$$

There exists an integer $k \geq 3$ such that

$$
8 \cdot 8^{3 k}<N \leq 8 \cdot 8^{3(k+1)} .
$$

Let

$$
N_{i}=N-i^{3} .
$$

For $i=1, \ldots, n$ we have

$$
\begin{aligned}
d_{i} & =N_{i-1}-N_{i}=i^{3}-(i-1)^{3}=3 i^{2}-3 i+1 \\
& <3 i^{2} \leq 3 N^{2 / 3} \leq \frac{3 \cdot 8^{2 k+3}}{2} .
\end{aligned}
$$

Choose $i$ so that

$$
N_{i+1}<8 \cdot 8^{3 k} \leq N_{i}
$$

Then $i \geq 1$. Since $k \geq 3$, we have

$$
\begin{aligned}
N_{n} & =N-n^{3} \\
& \leq(n+1)^{3}-n^{3}-1 \\
& =3 n^{2}+3 n \\
& <6 n^{2} \\
& \leq 3 \cdot 8^{2 k+3} \\
& \leq 8 \cdot 8^{3 k} .
\end{aligned}
$$

Therefore, $i \leq n-1$. It follows that

$$
\begin{aligned}
N_{i}<N_{i-1} & =\left(N_{i-1}-N_{i}\right)+\left(N_{i}-N_{i+1}\right)+N_{i+1} \\
& =d_{i}+d_{i+1}+N_{i+1} \\
& <3 \cdot 8^{2 k+3}+8 \cdot 8^{3 k} \\
& \leq 11 \cdot 8^{3 k} .
\end{aligned}
$$

Since $N_{i-1}-N_{i}=d_{i}$ is odd, exactly one of the integers $N_{i}$ and $N_{i-1}$ is odd. Choose $a \in\{i-1, i\}$ such that $N_{a}=N-a^{3}$ is odd. By Lemma 2.2, there is an odd integer $b \in\left[1,8^{k}-1\right]$ such that

$$
N-a^{3} \equiv b^{3} \quad\left(\bmod 8^{k}\right)
$$

Then

$$
7 \cdot 8^{3 k}=8 \cdot 8^{3 k}-8^{3 k}<N-a^{3}-b^{3}<N_{a}<11 \cdot 8^{3 k}
$$

and

$$
N-a^{3}-b^{3}=8^{k} q
$$

where

$$
7 \cdot 8^{2 k}<q<11 \cdot 8^{2 k} .
$$

Let

$$
r=q-6 \cdot 8^{2 k}
$$

Then

$$
22^{3}<8^{6} \leq 8^{2 k}<r<5 \cdot 8^{2 k} .
$$

It follows from Lemma 2.3 that $r$ can be written in the form

$$
r=d^{3}+6 m
$$

where $0 \leq d \leq 22$ and $m$ is a sum of three squares. Let

$$
A=8^{k}
$$

Then

$$
m \leq \frac{r}{6}<\frac{5 \cdot 8^{2 k}}{6}<A^{2}
$$

Let

$$
c=2^{k} d
$$

Then

$$
\begin{aligned}
N & =a^{3}+b^{3}+8^{k} q \\
& =a^{3}+b^{3}+8^{k}\left(6 \cdot 8^{2 k}+r\right) \\
& =a^{3}+b^{3}+8^{k}\left(6 \cdot 8^{2 k}+d^{3}+6 m\right) \\
& =a^{3}+b^{3}+\left(2^{k} d\right)^{3}+8^{k}\left(6 \cdot 8^{2 k}+6 m\right) \\
& =a^{3}+b^{3}+c^{3}+6 A\left(A^{2}+m\right) .
\end{aligned}
$$

By Lemma 2.1, $6 A\left(A^{2}+m\right)$ is a sum of six nonnegative cubes, so $N$ is the sum of nine nonnegative cubes.

Now let

$$
40,000<N \leq 8^{10} .
$$

Then

$$
a=\left[(N-10,000)^{1 / 3}\right]>30,000^{1 / 3}>31,
$$

so

$$
d=(a+1)^{3}-a^{3}=3 a^{2}+3 a+1<4 a^{2}<4 N^{2 / 3} .
$$

Therefore,

$$
N-(a+1)^{3}<10,000 \leq N-a^{3}=N-(a+1)^{3}+d<10,000+4 N^{2 / 3}
$$

If $N-a^{3} \leq 40,000$, then $N-a^{3}$ is a sum of six nonnegative cubes by Lemma 2.4. If $N-a^{3}>40,000$, then we choose the integer

$$
b=\left[\left(N-a^{3}-10,000\right)^{1 / 3}\right]>31,
$$

and obtain

$$
N-a^{3}-(b+1)^{3}<10,000 \leq N-a^{3}-b^{3}<10,000+4\left(N-a^{3}\right)^{2 / 3}
$$

If $N-a^{3}-b^{3} \leq 40,000$, then $N-a^{3}-b^{3}$ is a sum of six nonnegative cubes by Lemma 2.4. If $N-a^{3}-b^{3}>40,000$, then we choose the integer

$$
c=\left[\left(N-a^{3}-b^{3}-10,000\right)^{1 / 3}\right]>31
$$

and obtain

$$
\begin{aligned}
& N-a^{3}-b^{3}-(c+1)^{3} \\
& <10,000 \\
& \leq N-a^{3}-b^{3}-c^{3} \\
& <10,000+4\left(N-a^{3}-b^{3}\right)^{2 / 3} \\
& <10,000+4\left(10,000+4\left(10,000+4 N^{2 / 3}\right)^{2 / 3}\right)^{2 / 3} \\
& \leq 10,000+4\left(10,000+4\left(10,000+4\left(8^{10}\right)^{2 / 3}\right)^{2 / 3}\right)^{2 / 3} \\
& <20,000
\end{aligned}
$$

Thus, if $40,000<N<8^{10}$, then there exist three nonnegative integers $a, b$, and $c$ such that

$$
10,000<N-a^{3}-b^{3}-c^{3} \leq 40,000 .
$$

By Lemma 2.4, $N-a^{3}-b^{3}-c^{3}$ is the sum of six nonnegative cubes. This completes the proof.

### 2.3 Linnik's theorem

Let $G(3)$ denote the smallest integer $s$ such that every sufficiently large integer is the sum of $s$ nonnegative cubes.

Theorem 2.2 If $\equiv \pm 4 \quad(\bmod 9)$, then $N$ is not the sum of three integral cobes. In particular,

$$
G(3) \geq 4
$$

Proof. Since every integer, positive or negative, is congruent to 0,1 . or 1 modulo 9, it follows that every sum of three cubes belongs to one of the seven congruence classes, $0, \pm 1, \pm 2, \pm 3(\bmod 9)$. Therefore, if $N= \pm 4(\bmod 9)$. then $N$ cannot be the sum of three cubes, so $G(3) \geq 4$.

Lemma 2.5 Let $n$ be a positive integer. If there exist distinct primes $p, q, r s u c / /$ that

$$
\begin{gather*}
p \equiv q \equiv r \equiv-1 \quad(\bmod 6)  \tag{2.1}\\
r<q<1.02 r  \tag{2.2}\\
\frac{3}{4} p^{3} q^{18}<n<p^{3} q^{18}  \tag{2.3}\\
4 n \equiv p^{3} r^{18} \quad\left(\bmod q^{6}\right)  \tag{2.4}\\
2 n \equiv p^{3} q^{18} \quad\left(\bmod r^{6}\right)  \tag{2.5}\\
n \equiv 3 p \quad(\bmod 6 p) \tag{2.6}
\end{gather*}
$$

then $n$ is the sum of six positive integral cubes.
Proof. It follows from (2.2) and (2.3) that

$$
\begin{aligned}
p^{3}\left(4 q^{18}+2 r^{18}\right) & <6 p^{3} q^{18} \\
& <8 n \\
& <8 p^{3} q^{18} \\
& <p^{3}\left(4 q^{18}+4(1.02 r)^{18}\right) \\
& <p^{3}\left(4 q^{18}+8 r^{18}\right)
\end{aligned}
$$

Thus,

$$
\begin{equation*}
p^{3}\left(4 q^{18}+2 r^{18}\right)<8 n<p^{3}\left(4 q^{18}+8 r^{18}\right) \tag{2.7}
\end{equation*}
$$

Congruences (2.6), (2.4), and (2.5) imply that

$$
\begin{aligned}
& 8 n \equiv 2 p^{3} r^{18} \equiv p^{3}\left(4 q^{18}+2 r^{18}\right)+18 p q^{6} r^{6} \quad\left(\bmod q^{6}\right) \\
& 8 n \equiv 4 p^{3} q^{18} \equiv p^{3}\left(4 q^{18}+2 r^{18}\right)+18 p q^{6} r^{6} \quad\left(\bmod r^{6}\right) \\
& 8 n \equiv 0 \equiv p^{3}\left(4 q^{18}+2 r^{18}\right)+18 p q^{6} r^{6} \quad(\bmod p)
\end{aligned}
$$

so

$$
\begin{equation*}
8 n \equiv p^{3}\left(4 q^{18}+2 r^{18}\right)+18 p q^{6} r^{6} \quad\left(\bmod p q^{6} r^{6}\right) \tag{2.8}
\end{equation*}
$$

It follows from (2.1) and (2.6) that

$$
n \equiv 3 p \equiv-3 \equiv 3 \quad(\bmod 6)
$$

so

$$
\begin{equation*}
8 n \equiv 24 \quad(\bmod 48) \tag{2.9}
\end{equation*}
$$

By (2.1), the primes $p, q, r$ are odd; hence

$$
p^{2} \equiv q^{2} \equiv r^{2} \equiv 1 \quad(\bmod 8)
$$

and

$$
p^{3}\left(2 q^{18}+r^{18}\right)+9 p q^{6} r^{6} \equiv(2+1) p+p \equiv 4 p \equiv 4 \quad(\bmod 8)
$$

Therefore,

$$
p^{3}\left(4 q^{18}+2 r^{18}\right)+18 p q^{6} r^{6} \equiv 8 \quad(\bmod 16)
$$

Similarly, since $p \equiv q \equiv r \equiv-1 \quad(\bmod 3)$, we have

$$
p^{3}\left(4 q^{18}+2 r^{18}\right)+18 p q^{6} r^{6} \equiv 0 \quad(\bmod 3)
$$

so

$$
\begin{equation*}
p^{3}\left(4 q^{18}+2 r^{18}\right)+18 p q^{6} r^{6} \equiv 24 \quad(\bmod 48) \tag{2.10}
\end{equation*}
$$

Since (pqr, 48) $=1$, we can combine (2.8), (2.9), and (2.10) to obtain

$$
8 n \equiv p^{3}\left(4 q^{18}+2 r^{18}\right)+18 p q^{6} r^{6} \quad\left(\bmod 48 p q^{6} r^{6}\right)
$$

Therefore, there exists an integer $u$ such that

$$
\begin{aligned}
8 n & =p^{3}\left(4 q^{18}+2 r^{18}\right)+18 p q^{6} r^{6}+48 p q^{6} r^{6} u \\
& =p^{3}\left(4 q^{18}+2 r^{18}\right)+6 p q^{6} r^{6}(8 u+3)
\end{aligned}
$$

It follows from (2.7) that

$$
0<6 p q^{6} r^{6}(8 u+3)<6 p^{3} r^{18}
$$

so

$$
0<8 u+3<p^{2} q^{-6} r^{12}
$$

By Theorem 1.5,

$$
8 u+3=x^{2}+y^{2}+z^{2}
$$

where $x, y, z$ are odd positive integers less than $p q^{-3} r^{6}$, that is,

$$
\begin{equation*}
\max \left\{q^{3} x, q^{3} y, q^{3} z\right\}<p r^{6} \tag{2.11}
\end{equation*}
$$

Therefore,

$$
\begin{aligned}
8 n= & p^{3}\left(4 q^{18}+2 r^{18}\right)+6 p q^{6} r^{6}\left(x^{2}+y^{2}+z^{2}\right) \\
= & \left(p q^{6}+r^{3} x\right)^{3}+\left(p q^{6}-r^{3} x\right)^{3}+\left(p q^{6}+r^{3} y\right)^{3} \\
& +\left(p q^{6}-r^{3} y\right)^{3}+\left(p r^{6}+q^{3} z\right)^{3}+\left(p r^{6}-q^{3} z\right)^{3}
\end{aligned}
$$

Since each of the six integers $p, q, r, x, y, z$ is odd, it follows that each of the six cubes in the preceding expression is even. Moreover, each of these cubes is positive, since, by (2.2) and (2.11),

$$
\begin{aligned}
& 0<r^{3} x<q^{3} x<p r^{6}<p q^{6} \\
& 0<r^{3} y<q^{3} y<p r^{6}<p q^{6}
\end{aligned}
$$

and

$$
0<q^{3} z<p r^{6}
$$

Therefore,

$$
\begin{aligned}
n= & \left(\frac{p q^{6}+r^{3} x}{2}\right)^{3}+\left(\frac{p q^{6}-r^{3} x}{2}\right)^{3}+\left(\frac{p q^{6}+r^{3} y}{2}\right)^{3} \\
& +\left(\frac{p q^{6}-r^{3} y}{2}\right)^{3}+\left(\frac{p r^{6}+q^{3} z}{2}\right)^{3}+\left(\frac{p r^{6}-q^{3} z}{2}\right)^{3}
\end{aligned}
$$

is a sum of six positive cubes.
Theorem 2.3 (Linnik) Every sufficiently large integer is the sum of seven positive cubes, that is,

$$
G(3) \leq 7 \text {. }
$$

Proof. Let $k$ and $\ell$ be integers such that $k \geq 1$ and $(k, \ell)=1$. We define the Chebyshev function for the arithmetic progression $\ell$ modulo $k$ by

$$
\vartheta(x ; k, \ell)=\sum_{\substack{p \leq x \\ p=e=1 \\(\bmod k)}} \log p .
$$

The Siegel-Walfisz theorem states that for any $A>0$ and for all $x>1$,

$$
\begin{equation*}
\vartheta(x ; k, \ell)=\frac{x}{\varphi(k)}+O\left(\frac{x}{(\log x)^{A}}\right) \tag{2.12}
\end{equation*}
$$

where $\varphi(k)$ is the Euler $\varphi$-function, and the implied constant depends only on $A$. It follows that, for any $\delta>0$,

$$
\vartheta((1+\delta) x ; k, \ell)-\vartheta(x ; k, \ell)=\frac{\delta x}{\varphi(k)}+O\left(\frac{x}{(\log x)^{A}}\right) .
$$

Let $k=6, \ell=-1, \delta=1 / 50$, and $x=(50 / 51)(\log N)^{2}$. For any integer $N>2$.

$$
\begin{aligned}
& =\vartheta\left((\log N)^{2} ; 6,-1\right)-\vartheta\left((50 / 51)(\log N)^{2} ; 6,-\mathrm{I}\right) \\
& =\frac{(\log N)^{2}}{102}+O\left(\frac{(\log N)^{2}}{(\log \log N)^{A}}\right) \text {. }
\end{aligned}
$$

Since

$$
\sum_{\substack{p: N \\ p N-1 \\ \text { (not 6) }}} \log p \leq \sum_{p \mid N} \log p \leq \log N,
$$

it follows that, for $N$ sufficiently large, there must exist at least two prime numbers, $q$ and $r$, such that

$$
\begin{gathered}
q \equiv r \equiv-1 \quad(\bmod 6) \\
(q, N)=(r, N)=1
\end{gathered}
$$

and

$$
\frac{50}{51}(\log N)^{2}<r<q<(\log N)^{2}<\frac{51 r}{50}=1.02 r
$$

The multiplicative group of congruence classes relatively prime to $q^{6}$ is cyclic of order $\varphi\left(q^{6}\right)=q^{5}(q-1)$. Since $q \equiv-1 \quad(\bmod 6)$, it follows that $\left(\varphi\left(q^{6}\right), 3\right)=1$, so every integer relatively prime to $q^{6}$ is a cubic residue modulo $q^{6}$. Similarly, every integer relatively prime to $r^{6}$ is a cubic residue modulo $r^{6}$. Since

$$
(2 N r, q)=(2 N q, r)=1,
$$

there exist integers $u$ and $v$ such that

$$
\begin{gathered}
(u, q)=(v, r)=1 \\
4 N \equiv u^{3} r^{18} \quad\left(\bmod q^{6}\right)
\end{gathered}
$$

and

$$
2 N \equiv v^{3} q^{18} \quad\left(\bmod r^{6}\right)
$$

The numbers $6, q^{6}$, and $r^{6}$ are pairwise relatively prime. By the Chinese remainder theorem, there exists an integer $\ell$ such that

$$
\begin{aligned}
& \ell \equiv u \quad\left(\bmod q^{6}\right) \\
& \ell \equiv v \quad\left(\bmod r^{6}\right) \\
& \ell \equiv-1 \quad(\bmod 6)
\end{aligned}
$$

Then

$$
4 N \equiv \ell^{3} r^{18} \quad\left(\bmod q^{6}\right)
$$

and

$$
2 N \equiv \ell^{3} q^{18} \quad\left(\bmod r^{6}\right)
$$

Let

$$
k=6 q^{6} r^{6}
$$

Then

$$
(k, \ell)=\left(6 q^{6} r^{6}, \ell\right)=1
$$

Let

$$
x=N^{1 / 3} q^{-6}
$$

Since $q<(\log N)^{2}$, we have, for $N$ sufficiently large,

$$
\log x=\frac{1}{3} \log N-6 \log q>\frac{1}{3} \log N-12 \log \log N>\frac{1}{4} \log N
$$

and

$$
k=6 q^{6} r^{6}<6(\log N)^{24}<6(4 \log x)^{24} \ll(\log x)^{24} .
$$

By the Siegel-Walfisz theorem with $A=25$ and $\delta=1 / 50$,

$$
\begin{aligned}
\vartheta((51 / 50) x ; k, \ell)-\vartheta(x ; k, \ell) & =\frac{x}{50 \varphi(k)}+O\left(\frac{x}{(\log x)^{25}}\right) \\
& \geq \frac{x}{50 k}+O\left(\frac{x}{(\log x)^{25}}\right) \\
& \gg \frac{x}{(\log x)^{24}}+O\left(\frac{x}{(\log x)^{25}}\right) \\
& >0 .
\end{aligned}
$$

Therefore, if $N$ is sufficiently large, there exists a prime $p$ such that

$$
x<p<\frac{51 x}{50}=1.02 x
$$

and

$$
p \equiv \ell \quad\left(\bmod 6 q^{6} r^{6}\right)
$$

The primes $p, q, r$ are distinct because $(q r, \ell)=1$. Since $p \equiv-1(\bmod 3)$, every integer is a cubic residue modulo $6 p$, and there exists an integer $s$ such that

$$
s^{3} \equiv N-3 p \quad(\bmod 6 p)
$$

By the Chinese remainder theorem, there exists $t$ such that

$$
\begin{aligned}
t^{3} & \equiv N-3 p \quad(\bmod 6 p) \\
t & \equiv 0 \quad\left(\bmod q^{2} r^{2}\right)
\end{aligned}
$$

and

$$
1 \leq t \leq 6 p q^{2} r^{2}
$$

Let

$$
n=N-t^{3}
$$

Then

$$
\begin{aligned}
& 4 n=4 N-4 t^{3} \equiv 4 N \equiv \ell^{3} r^{3} \equiv p^{3} r^{18} \quad\left(\bmod q^{6}\right) \\
& 2 n=2 N-2 t^{3} \equiv 2 N \equiv \ell^{3} q^{18} \equiv p^{3} q^{18} \quad\left(\bmod r^{6}\right) \\
& n=N-t^{3} \equiv 3 p \quad(\bmod 6 p)
\end{aligned}
$$

Finally,

$$
n=N-t^{3}<N=x^{3} q^{18}<p^{3} q^{18}
$$

and

$$
\begin{aligned}
n & =N-t^{3} \\
& \geq x^{3} q^{18}-216 p^{3} q^{6} r^{6} \\
& >(1.02)^{-3} p^{3} q^{18}-216 p^{3} q^{12} \\
& =\frac{3}{4} p^{3} q^{18}+\left(\left((1.02)^{-3}-\frac{3}{4}\right) q^{6}-216\right) p^{3} q^{12} \\
& >\frac{3}{4} p^{3} q^{18}
\end{aligned}
$$

for $N$ sufficiently large. Thus, the integer $n=N-t^{3}$ and the primes $p, q, r$ satisfy conditions (2.1)-(2.5) of Lemma 2.5 , so $N-t^{3}$ is a sum of six positive cubes. Since $t$ is positive, we see that $N$ is a sum of seven positive cubes. This proves Linnik's theorem.

### 2.4 Sums of two cubes

The subject of this book is additive bases. The generic theorem states that a certain classical sequence of integers, such as the cubes, has the property that every nonnegative integer, or every sufficiently large integer, can be written as the sum of a bounded number of terms of the sequence. In this section, we diverge from this theme to study sums of two cubes. ${ }^{2}$ This is important for several reasons. First, it is part of the unsolved problem of determining $G(3)$, the order of the set of cubes as an asymptotic basis and, in particular, the conjecture that every sufficiently large integer is the sum of four cubes. Second, the equation

$$
\begin{equation*}
N=x^{3}+y^{3} \tag{2.13}
\end{equation*}
$$

is an elliptic curve. If $r_{3.2}(N)$ denotes the number of representations of the integer $N$ as the sum of two positive cubes, then $r_{3.2}(N)$ counts the number of integral points with positive coordinates that lie on this curve. Counting the number of integral points on a curve is a deep and difficult problem in arithmetic geometry, and the study of sums of two cubes is an important special case.

If $N=x^{3}+y^{3}$ and $x \neq y$, then $N=y^{3}+x^{3}$ is another representation of $N$ as a sum of two cubes. We call two representations

$$
N=x_{1}^{3}+y_{1}^{3}=x_{2}^{3}+y_{2}^{3}
$$

essentially distinct if $\left\{x_{1}, y_{1}\right\} \neq\left\{x_{2}, y_{2}\right\}$. Note that $N$ has two essentially distinct representations if and only if $r_{3.2}(N) \geq 3$.

[^2]Here are some examples. The smallest number that has two essentially distinct representations as the sum of two positive cubes is 1729 . The representations are

$$
1729=1^{3}+12^{3}=9^{3}+10^{3} .
$$

These give four positive integral points on the curve

$$
1729=x^{3}+y^{3}
$$

so

$$
r_{3.2}(1729)=4
$$

The smallest number that has three essentially distinct representations as the sum of two positive cubes is $87,539,319$. The representations are

$$
\begin{aligned}
87539319 & =167^{3}+436^{3} \\
& =228^{3}+423^{3} \\
& =255^{3}+414^{3} .
\end{aligned}
$$

The cubes in these equations are not relatively prime, because

$$
(228,423)=(255,414)=3 .
$$

The smallest number that has three essentially distinct representations as the sum of two relatively prime positive cubes is $15,170,835,645$. The representations are

$$
\begin{aligned}
15,170,835,645 & =2468^{3}+517^{3} \\
& =2456^{3}+709^{3} \\
& =2152^{3}+1733^{3} .
\end{aligned}
$$

The smallest number that has four essentially distinct representations as the sum of two positive cubes is $6,963,472,309,248$. The representations are

$$
\begin{aligned}
6,963,472,309,248 & =2421^{3}+19,083^{3} \\
& =5436^{3}+18,948^{3} \\
& =10,200^{3}+18,072^{3} \\
& =13,322^{3}+16,630^{3} .
\end{aligned}
$$

It is an unsolved problem to find an integer $N$ that has four essentially distinct representations as the sum of two positive cubes that are relatively prime.

In this section, we shall prove three theorems on sums of two cubes. The first is Fermat's result that there are integers with arbitrarily many representations as the sum of two positive cubes, that is,

$$
\limsup _{N \rightarrow \infty} r_{3.2}(N)=\infty
$$

Next we shall prove a theorem of Erdõs and Mahler. Let $C_{2}(n)$ be the number of integers up to $n$ that can be represented as the sum of two positive cubes. Since the number of positive cubes up to $n$ is $n^{1 / 3}$, it follows that $C_{2}(n)$ is at most $n^{2 / 3}$. Erdôs and Mahler proved that this is the correct order of magnitude for $C_{2}(n)$, that is,

$$
C_{2}(n)=\sum_{\substack{N \leq n \\ n \rightarrow 2 \\ 3 \\ 2^{N} \geq 1 \geq 1}} 1 \gg n^{2 / 3} .
$$

However, numbers with two or more essentially distinct representations as sums of two cubes are rare. Erdös observed that the number $C_{2}^{*}(n)$ of integers up to $n$ that have at least two essentially distinct representations as the sum of two cubes is $o\left(n^{2 / 3}\right)$. More precisely, we shall prove a theorem of Hooley that states that

$$
C_{2}^{*}(n) \ll n^{(s / 9)+\varepsilon} .
$$

This implies that almost every integer that can be written as the sum of two positive cubes has an essentially unique representation in this form.

Theorem 2.4 (Fermat) For every $k \geq 1$, there exists an integer $N$ and $k$ pairwise disjoint sets of positive integers $\left\{x_{i}, y_{i}\right\}$ such that

$$
N=x_{i}^{3}+y_{i}^{3}
$$

for $i=1 \ldots, k$. Equivalently,

$$
\lim \sup r_{3.2}(N)=\infty
$$

$$
N \rightarrow \infty
$$

Proof. The functions

$$
f(x, y)=\frac{x\left(x^{3}+2 y^{3}\right)}{x^{3}-y^{3}}
$$

and

$$
g(x, y)=\frac{y\left(2 x^{3}+y^{3}\right)}{x^{3}-y^{3}}
$$

satisfy the polynomial identity

$$
f(x, y)^{3}-g(x, y)^{3}=x^{3}+y^{3} .
$$

If

$$
F(u, v)=\frac{u\left(u^{3}-2 v^{3}\right)}{u^{3}+v^{3}}=f(u,-v)
$$

and

$$
G(u, v)=\frac{v\left(2 u^{3}-v^{3}\right)}{u^{3}+v^{3}}=-g(u,-v),
$$

then

$$
F(u, v)^{3}+G(u, v)^{3}=f(u,-v)^{3}-g(u,-v)^{3}=u^{3}+(-v)^{3}=u^{3}-v^{3} .
$$

2. Waring's problem for cubes

Let

$$
0<\varepsilon<\frac{1}{4}
$$

Let $x_{1}$ and $y_{1}$ be positive rational numbers such that

$$
0<\frac{y_{1}}{x_{1}}<\varepsilon
$$

We define

$$
\begin{aligned}
& u=f\left(x_{1}, y_{1}\right) \\
& v=g\left(x_{1}, y_{1}\right)
\end{aligned}
$$

Then $u$ and $v$ are positive rational numbers such that

$$
u^{3}-v^{3}=x_{1}^{3}+y_{1}^{3}>0 .
$$

Moreover,

$$
\frac{u}{v}=\frac{x_{1}\left(x_{1}^{3}+2 y_{1}^{3}\right)}{y_{1}\left(2 x_{1}^{3}+y_{1}^{3}\right)}=\frac{x_{1}}{2 y_{1}}\left(\frac{1+2 \rho^{3}}{1+\rho^{3} / 2}\right),
$$

where $\rho=y_{1} / x_{1} \in(0,1 / 4)$. Since

$$
1<\frac{1+2 \rho^{3}}{1+\rho^{3} / 2}=1+\frac{3 \rho^{3}}{2+\rho^{3}}<1+\frac{3 \rho^{3}}{2}
$$

it follows that

$$
0<\frac{u}{v}-\frac{x_{1}}{2 y_{1}}<\frac{3 x_{1} \rho^{3}}{4 y_{1}}=\frac{3 x_{1}}{4 y_{1}}\left(\frac{y_{1}}{x_{1}}\right)^{3}=\frac{3}{4}\left(\frac{y_{1}}{x_{1}}\right)^{2}<\frac{3 \varepsilon^{2}}{4}
$$

and

$$
\begin{equation*}
\frac{u}{v}>\frac{x_{1}}{2 y_{1}}>\frac{1}{2 \varepsilon}>2 . \tag{2.14}
\end{equation*}
$$

Next, we define

$$
\begin{aligned}
& x_{2}=F(u, v), \\
& y_{2}=G(u, v) .
\end{aligned}
$$

Since $u>2 v$, it follows from the definition of the functions $F(u, v)$ and $G(u, v)$ that $x_{2}$ and $y_{2}$ are positive rational numbers. Moreover,

$$
x_{2}^{3}+y_{2}^{3}=u^{3}-v^{3}=x_{1}^{3}+y_{1}^{3}
$$

Let $\sigma=v / u$. Then

$$
0<\sigma<2 \varepsilon<1 / 2
$$

by (2.14) and

$$
\begin{aligned}
\frac{x_{2}}{y_{2}} & =\frac{u\left(u^{3}-2 v^{3}\right)}{v\left(2 u^{3}-v^{3}\right)} \\
& =\frac{u}{2 v}\left(\frac{1-2 \sigma^{3}}{1-\sigma^{3} / 2}\right) \\
& =\frac{u}{2 v}\left(1-\frac{3 \sigma^{3}}{2-\sigma^{3}}\right) \\
& =\frac{u}{2 v}-\frac{3 u \sigma^{2}}{2 v}\left(\frac{\sigma}{2-\sigma^{3}}\right) \\
& =\frac{u}{2 v}-\frac{3 v}{2 u}\left(\frac{\sigma}{2-\sigma^{3}}\right)
\end{aligned}
$$

Since

$$
0<\frac{\sigma}{2-\sigma^{3}}<\sigma<\frac{1}{2}
$$

it follows that

$$
0<\frac{u}{2 v}-\frac{x_{2}}{y_{2}}=\frac{3 v}{2 u}\left(\frac{\sigma}{2-\sigma^{3}}\right) \leq \frac{3 v}{4 u}<\frac{3 \varepsilon}{2} .
$$

Thus,

$$
\left|\frac{x_{2}}{y_{2}}-\frac{x_{1}}{4 y_{1}}\right| \leq\left|\frac{x_{2}}{y_{2}}-\frac{u}{2 v}\right|+\frac{1}{2}\left|\frac{u}{v}-\frac{x_{1}}{2 y_{1}}\right|<\frac{3 \varepsilon}{2}+\frac{3 \varepsilon^{2}}{8}<2 \varepsilon
$$

and so

$$
\frac{x_{2}}{y_{2}}>\frac{x_{1}}{4 y_{1}}-2 \varepsilon>\frac{1}{4 \varepsilon}-2 \varepsilon>\frac{1}{8 \varepsilon}>0
$$

This proves that if $x_{1}$ and $y_{1}$ are positive rational numbers such that

$$
0<\frac{y_{1}}{x_{1}}<\varepsilon<1 / 4
$$

then there exist positive rational numbers $x_{2}$ and $y_{2}$ such that

$$
\begin{gathered}
x_{2}^{3}+y_{2}^{3}=x_{1}^{3}+y_{1}^{3} \\
0<\frac{y_{2}}{x_{2}}<8 \varepsilon
\end{gathered}
$$

and

$$
\left|\frac{4 x_{2}}{y_{2}}-\frac{x_{1}}{y_{1}}\right|<8 \varepsilon
$$

If $8 \varepsilon<1 / 4$, then there exist positive rational numbers $x_{3}$ and $x_{4}$ such that

$$
x_{3}^{3}+y_{3}^{3}=x_{2}^{3}+y_{2}^{3}
$$

2. Waring's problem for cubes

$$
0<\frac{y_{3}}{x_{3}}<8^{2} \varepsilon
$$

and

$$
\left|\frac{4 x_{3}}{y_{3}}-\frac{x_{2}}{y_{2}}\right|<8^{2} \varepsilon .
$$

Similarly, if $k \geq 2$ and

$$
0<8^{k-2} \varepsilon<\frac{1}{4}
$$

then there exist positive rational numbers $x_{1}, y_{1}, x_{2}, y_{2}, \ldots, x_{k}, y_{k}$ such that

$$
\begin{gathered}
x_{1}^{3}+y_{1}^{3}=x_{2}^{3}+y_{2}^{3}=\cdots=x_{k}^{3}+y_{k}^{3}, \\
0<\frac{y_{i}}{x_{i}}<8^{i-1} \varepsilon \quad \text { for } i=1, \ldots, k
\end{gathered}
$$

and

$$
\left|\frac{4 x_{i+1}}{y_{i+1}}-\frac{x_{i}}{y_{i}}\right|<8^{i} \varepsilon \quad \text { for } i=1, \ldots, k-1
$$

Let $\varepsilon=8^{-k}$. We shall prove that the $k$ sets $\left\{x_{i}, y_{i}\right\}$ are pairwise disjoint. Since

$$
\left|\frac{4^{j} x_{i+j}}{y_{i+j}}-\frac{4^{j-1} x_{i+j-1}}{y_{i+j-1}}\right|<4^{j-1} \cdot 8^{i+j-1} \varepsilon=8^{i} \cdot 32^{j-1} \varepsilon
$$

for $j=1, \ldots, k-i$, it follows that

$$
\begin{aligned}
\left|\frac{4^{\ell} x_{i+\ell}}{y_{i+\ell}}-\frac{x_{i}}{y_{i}}\right| & \leq \sum_{j=1}^{\ell}\left|\frac{4^{j} x_{i+j}}{y_{i+j}}-\frac{4^{j-1} x_{i+j-1}}{y_{i+j-1}}\right| \\
& \leq 8^{i} \varepsilon \sum_{j=1}^{\ell} 32^{j-1} \\
& <8^{i} 32^{\ell} \varepsilon
\end{aligned}
$$

for $1 \leq i<i+\ell \leq k$. If $x_{i}=x_{i+\ell}$ and $y_{i}=y_{i+\ell}$ for some $\ell \geq 1$, then

$$
\frac{x_{i+\ell}}{y_{i+\ell}}=\frac{x_{i}}{y_{i}}
$$

and

$$
\frac{3 x_{i}}{y_{i}} \leq\left(4^{\ell}-1\right) \frac{x_{i}}{y_{i}}=\left|\frac{4^{\ell} x_{i+\ell}}{y_{i+\ell}}-\frac{x_{i}}{y_{i}}\right|<8^{i} 32^{\ell} \varepsilon .
$$

It follows that

$$
\begin{aligned}
3 & \leq 8^{i} 32^{\ell} \varepsilon\left(\frac{y_{i}}{x_{i}}\right) \\
& <8^{2 i-1} 32^{\ell} \varepsilon^{2} \\
& <8^{2 k} \varepsilon^{2} \\
& =1
\end{aligned}
$$

which is absurd. Therefore, $\left\{x_{1}, y_{1}\right\}, \ldots,\left\{x_{k}, y_{k}\right\}$ are $k$ pairwise disjoint sets of positive rational numbers. Let $d$ be a common denominator for the $2 k$ numbers $x_{1}$, $\ldots, x_{k}, y_{1}, \ldots, y_{k}$, and let $N=\left(d x_{1}\right)^{3}+\left(d y_{1}\right)^{3}$. Then $\left\{d x_{1}, d y_{1}\right\}, \ldots,\left\{d x_{k}, d y_{k}\right\}$ are pairwise disjoint sets of positive integers, and

$$
\left(d x_{1}\right)^{3}+\left(d y_{1}\right)^{3}=\left(d x_{2}\right)^{3}+\left(d y_{2}\right)^{3}=\cdots=\left(d x_{k}\right)^{3}+\left(d y_{k}\right)^{3}=N
$$

that is, $r_{3.2}(N) \geq k$. This proves Fermat's theorem.
Next, we shall prove the Erdôs-Mahler theorem. This requires four elementary lemmas.

Lemma 2.6 Let $a$ and $b$ be positive integers such that

$$
a<b
$$

Let $r(a, b)$ denote the number of pairs $(x, y)$ of integers such that

$$
\begin{equation*}
x^{3}+(a-x)^{3}=y^{3}+(b-y)^{3} \tag{2.15}
\end{equation*}
$$

and

$$
\begin{equation*}
0<x<\frac{a}{2} \quad \text { and } \quad 0<y<\frac{b}{2} . \tag{2.16}
\end{equation*}
$$

Then

$$
r(a, b)<5 a^{2 / 3}
$$

Proof. The function

$$
f_{a}(x)=x^{3}+(a-x)^{3}=3 a x^{2}-3 a^{2} x+a^{3}
$$

is strictly decreasing for $0 \leq x \leq a / 2$. Let $r=r(a, b) \geq 1$. Let $\left(x_{1}, y_{1}\right), \ldots$, ( $x_{r}, y_{r}$ ) be the distinct solutions of equation (2.15) that satisfy inequalities (2.16), and let

$$
0<x_{1}<\cdots<x_{r}<\frac{a}{2}
$$

Then

$$
\frac{b^{3}}{4}=f_{b}\left(\frac{b}{2}\right)<f_{b}\left(y_{1}\right)=f_{a}\left(x_{1}\right)<f_{a}(0)=a^{3}
$$

and so

$$
\begin{equation*}
a<b<4^{1 / 3} a<2 a \tag{2.17}
\end{equation*}
$$

For $i=1, \ldots, r-1$ we have

$$
f_{b}\left(y_{i+1}\right)=f_{a}\left(x_{i+1}\right)<f_{a}\left(x_{i}\right)=f_{b}\left(y_{i}\right),
$$

and so

$$
0<y_{1}<\cdots<y_{r}<\frac{b}{2} .
$$

Moreover, the point $\left(x_{i}, y_{i}\right)$ is a solution of equation (2.15) if and only if $\left(x_{i}, y_{i}\right)$ lies on the hyperbola

$$
a\left(x-\frac{a}{2}\right)^{2}-b\left(y-\frac{b}{2}\right)^{2}=c
$$

where

$$
c=\frac{b^{3}-a^{3}}{12}>0
$$

For $i=1, \ldots, r$, let

$$
u_{i}=\frac{a}{2}-x_{i}
$$

and

$$
v_{i}=\frac{b}{2}-y_{i}
$$

Then

$$
\begin{aligned}
& 0<u_{r}<\cdots<u_{1}<\frac{a}{2} \\
& 0<v_{r}<\cdots<v_{1}<\frac{b}{2}
\end{aligned}
$$

and ( $u_{i}, v_{i}$ ) is a point in the first quadrant of the $u v$-plane lies on the hyperbola

$$
a u^{2}-b v^{2}=c .
$$

Since the hyperbola is convex downwards in the first quadrant, it follows that

$$
\frac{v_{i+1}-v_{i}}{u_{i+1}-u_{i}}>\frac{v_{i}-v_{i-1}}{u_{i}-u_{i-1}}
$$

for $i=2, \ldots, r-1$, and so the $r-1$ fractions

$$
\frac{v_{i+1}-v_{i}}{u_{i+1}-u_{i}}=\frac{y_{i+1}-y_{i}}{x_{i+1}-x_{i}}
$$

are distinct for $i=1, \ldots, r-1$. If $r_{1}$ is the number of points $\left(x_{i}, y_{i}\right)$ such that

$$
x_{i+1}-x_{i}>\frac{a^{1 / 3}}{2}
$$

then

$$
\frac{a^{1 / 3} r_{1}}{2}<\frac{a}{2},
$$

and so

$$
r_{1}<a^{2 / 3}
$$

Similarly, if $r_{2}$ is the number of points $\left(x_{i}, y_{i}\right)$ such that

$$
y_{i+1}-y_{i}>\frac{a^{1 / 3}}{2}
$$

then

$$
\frac{a^{1 / 3} r_{2}}{2}<\frac{b}{2}<a
$$

by (2.17), and so

$$
r_{2}<2 a^{2 / 3}
$$

Let $r_{3}$ be the number of points $\left(x_{i}, y_{i}\right)$ such that

$$
1 \leq x_{i+1}-x_{i} \leq \frac{a^{1 / 3}}{2}
$$

and

$$
1 \leq y_{i+1}-y_{i} \leq \frac{a^{1 / 3}}{2}
$$

Since the fractions

$$
\frac{y_{i+1}-y_{i}}{x_{i+1}-x_{i}}
$$

are distinct, and the numerators and denominators are bounded by $a^{1 / 3} / 2$, we have

$$
r_{3} \leq\left(\frac{a^{1 / 3}}{2}\right)^{2}=\frac{a^{2 / 3}}{4}
$$

Therefore,

$$
r(a, b) \leq r_{1}+r_{2}+r_{3}+1<3 a^{2 / 3}+\frac{a^{2 / 3}}{4}+1<5 a^{2 / 3}
$$

This completes the proof.
Lemma 2.7 Let $x$ and $y$ be positive integers, $(x, y)=1$. If the prime $p \neq 3$ divides

$$
\frac{x^{3}+y^{3}}{x+y}
$$

then

$$
p \equiv 1 \quad(\bmod 3)
$$

Proof. Let $p \neq 3$ be a prime such that

$$
x^{2}-x y+y^{2}=\frac{x^{3}+y^{3}}{x+y} \equiv 0 \quad(\bmod p)
$$

If $p$ divides $y$, then $p$ also divides $x$, which is impossible because $(x, y)=1$. Therefore, $(p, y)=1$. Since

$$
(2 x-y)^{2}+3 y^{2} \equiv 0 \quad(\bmod p)
$$

it follows that -3 is a quadratic residue modulo $p$. Let $\left(\frac{a}{p}\right)$ be the Legendre symbol. By quadratic reciprocity, we have

$$
\left(\frac{-3}{p}\right)=\left(\frac{p}{3}\right)=1
$$

if and only if $p \equiv 1(\bmod 3)$. This completes the proof.
In the proof of the next lemma, we shall use some results from multiplicative number theory. Let $\pi(x ; 3,2)$ denote the number of primes $p \leq x$ such that $p \equiv 2(\bmod 3)$. By the prime number theorem for arithmetic progressions, $\pi(x ; 3,2) \sim x /(2 \log x)$. Moreover, there exists a constant $A$ such that

$$
\sum_{\substack{p \leq x \\ p=2}} \frac{1}{p}=\frac{1}{2} \log \log \log x+A+O\left(\frac{1}{\log x}\right) .
$$

This implies that

$$
\begin{aligned}
\sum_{\substack{10,1] \\
\text { sincx } \\
p \rightarrow 2 i}} \frac{1}{p} & =\frac{1}{2} \log \log x-\frac{1}{2} \log \log x^{10 / 11}+O\left(\frac{1}{\log x}\right) \\
& =\frac{1}{2} \log \frac{11}{10}+O\left(\frac{1}{\log x}\right)
\end{aligned}
$$

Lemma 2.8 For any positive integer $a$, let $h(a)$ denote the largest divisor of a consisting only of primes $p \equiv 1(\bmod 3)$, that is,

$$
\begin{equation*}
h(a)=\prod_{\substack{\begin{subarray}{c}{d_{i} \\
p=1 \\
(\text { nad } 3)} }}\end{subarray}} p^{k} . \tag{2.18}
\end{equation*}
$$

Let $H(x)$ denote the number of positive integers $a$ up to $x$ such that $h(a)<a^{1 / 10}$ and $a$ is not divisible by 3. There exists a constant $\delta_{1} \in(0,1)$ such that

$$
H(x)>\delta_{1} x
$$

for all $x \geq 2$.
Proof. Let $H_{0}(x)$ denote the number of positive integers $a \leq x$ of the form $a=p b$, where $p \equiv 2(\bmod 3)$ is a prime such that $p>x^{10 / 11}$, and $b$ is an integer not divisible by 3 . An integer $a$ has at most one representation of this form. Moreover,

$$
h(a)=h(b) \leq b=\frac{a}{p}<x^{1 / 11}<p^{1 / 10} \leq a^{1 / 10}
$$

It follows that every number of the form $p b$ is counted in $H(x)$, and so

$$
H_{0}(x) \leq H(x) .
$$

Also, $H_{0}(2)=H(2)=1$. Let $g(x)$ denote the number of positive integers up to $x$ not divisible by 3 . Then

$$
g(x)>\frac{2 x}{3}-1
$$

and

$$
\begin{aligned}
& =\frac{2 x}{3}\left(\frac{1}{2} \log \frac{11}{10}+O\left(\frac{1}{\log x}\right)\right)+O\left(\frac{x}{\log x}\right) \\
& =\frac{x}{3} \log \frac{11}{10}++O\left(\frac{x}{\log x}\right) \\
& \gg x \text {. }
\end{aligned}
$$

This completes the proof.
Lemma 2.9 Let $\varphi(d)$ be the Euler $\varphi$-function, and let $0<\delta<1$. There exists a constant $c_{1}=c_{1}(\delta)>0$ such that, if $n$ is a positive integer and $t \geq \delta n$, and if

$$
a_{1}<\cdots<a_{t} \leq n
$$

are any t positive integers, then

$$
\sum_{i=1}^{1} \varphi\left(a_{i}\right)>c_{1} n^{2} .
$$

Proof. For any $p \geq 7$, we have

$$
\begin{aligned}
\left(1-\frac{2}{p^{2}}\right)^{p} & =\sum_{k=0}^{p}\binom{p}{k} \frac{(-2)^{k}}{p^{2 k}} \\
& =1-\frac{2}{p}+\sum_{k=2}^{p}\binom{p}{k} \frac{(-2)^{k}}{p^{2 k}} \\
& <1-\frac{2}{p}+\sum_{k=2}^{p} p^{k} \frac{2^{k}}{p^{2 k}} \\
& =1-\frac{2}{p}+\sum_{k=2}^{p}\left(\frac{2}{p}\right)^{k}
\end{aligned}
$$

$$
\begin{aligned}
& <1-\frac{2}{p}+\frac{4}{p(p-2)} \\
& <1-\frac{1}{p}
\end{aligned}
$$

Since the infinite product

$$
\prod_{p \geq 7}\left(1-\frac{2}{p^{2}}\right)
$$

converges, we have

$$
\begin{aligned}
\prod_{p}\left(1-\frac{1}{p}\right)^{n / p} & =\prod_{p<7}\left(1-\frac{1}{p}\right)^{n / p} \prod_{p \geq 7}\left(1-\frac{1}{p}\right)^{n / p} \\
& >\prod_{p<7}\left(1-\frac{1}{p}\right)^{n / p} \prod_{p \geq 7}\left(1-\frac{2}{p^{2}}\right)^{n} \\
& =c_{2}^{n} .
\end{aligned}
$$

where

$$
0<c_{2}<1
$$

Since $\varphi(d)=d \prod_{p \mid d}\left(1-\frac{1}{p}\right)$ and $n!>(n / e)^{n}$, it follows that

$$
\begin{aligned}
\prod_{d=1}^{n} \varphi(d) & =\prod_{d=1}^{n} d \prod_{p \mid d}\left(1-\frac{1}{p}\right) \\
& =n!\prod_{p \leq n}\left(1-\frac{1}{p}\right)^{|n / p|} \\
& \geq n!\prod_{p \leq n}\left(1-\frac{1}{p}\right)^{n / p} \\
& \geq n!c_{2}^{n} \\
& >\left(\frac{c_{2} n}{e}\right)^{n}
\end{aligned}
$$

Choose $c_{3}>0$ so that

$$
c_{3}^{\delta / 2}<\frac{c_{2}}{e}<1
$$

Let

$$
m=\left[\frac{\delta n}{2}\right] \leq \frac{\delta n}{2}<m+1
$$

Suppose that there exists a set $\mathcal{D} \subseteq[1, n]$ such that $|\mathcal{D}|=m+1$ and $\varphi(d) \leq c_{3} n$ for all $d \in \mathcal{D}$. Since $\varphi(d) \leq d \leq n$ for all $d \leq n$, we have

$$
\prod_{d=1}^{n} \varphi(d)=\prod_{\substack{d=1 \\ d \in \mathcal{D}}}^{n} \varphi(d) \prod_{\substack{d=1 \\ d<\mathcal{D}}}^{n} \varphi(d)
$$

$$
\begin{aligned}
& \leq \prod_{\substack{d=1 \\
d \in \mathcal{D}}}^{n} c_{3} n \prod_{\substack{d=1 \\
d \in \mathcal{D}}}^{n} n \\
& \leq\left(c_{3} n\right)^{m+1} n^{n-m-1} \\
& =c_{3}^{m+1} n^{n} \\
& <c_{3}^{\delta n / 2} n^{n} \\
& <\left(\frac{c_{2} n}{e}\right)^{n}
\end{aligned}
$$

which is impossible. It follows that there exist at most $m$ integers in [1, $n$ ] with $\varphi\left(d_{i}\right) \leq c_{3} n$. In particular, among the $t \geq \delta n$ integers $a_{i}$, there must be at least

$$
t-m \geq \delta n-\left[\frac{\delta n}{2}\right] \geq \frac{\delta n}{2}
$$

integers for which $\varphi\left(a_{i}\right)>c_{3} n$, and so

$$
\sum_{i=1}^{1} \varphi\left(a_{i}\right)>\left(\frac{\delta n}{2}\right) c_{3} n=\frac{c_{3} \delta}{2} n^{2}=c_{1} n^{2}
$$

where $c_{1}=c_{3} \delta / 2$. This completes the proof.
Theorem 2.5 (Erdős-Mahler) Let $C_{2}^{\prime}(n)$ denote the number of integers not exceeding $n$ that can be written as the sum of two positive, relatively prime integral cubes. Then

$$
C_{2}^{\prime}(n) \gg n^{2 / 3}
$$

Proof. Let

$$
h(a)=\prod_{\substack{\begin{subarray}{c}{\left.\left.p^{\prime}(a) \\
p u\right|^{(m a d}\right)} }}\end{subarray}} p^{k}
$$

and let

$$
a_{1}<\cdots<a_{t} \leq n^{1 / 3}
$$

be the integers in $\left[1, n^{1 / 3}\right]$ not divisible by 3 such that

$$
h\left(a_{i}\right)<a_{i}^{1 / 10}
$$

Then $h(1)=h(2)=1$ and so $a_{1}=2$. By Lemma 2.8, we have

$$
t=H\left(n^{1 / 3}\right)>\delta_{1} n^{1 / 3}
$$

Let $x$ and $y$ be positive integers such that

$$
x+y=a_{i} \quad \text { for some } i=1, \ldots, t
$$

Then

$$
x^{3}+y^{3}<(x+y)^{3}=a_{i}^{3} \leq n .
$$

Moreover, $(x, y)=1$ if and only if $\left(x, a_{i}\right)=\left(y, a_{i}\right)=1$. Therefore, the number of pairs $x, y$ of positive integers such that $x+y=a_{i}, x<y$, and $(x, y)=1$ is $\varphi\left(a_{i}\right) / 2$.

Let $r(m)$ denote the number of representations of $m$ in the form

$$
m=x^{3}+y^{3}
$$

where $x$ and $y$ are relatively prime positive integers such that $(x, y)=1$ and $x+y=a_{i}$ for some $i$. Then

$$
R_{1}=\sum_{m=1}^{n} r(m)=\frac{1}{2} \sum_{i=2}^{1} \varphi\left(a_{1}\right)>c_{6} n^{2 / 3}
$$

by Lemma 2.9.
Let $R_{2}$ be the number of ordered quadruples $(x, y, u, v)$ of positive integers such that

$$
\begin{gathered}
x^{3}+y^{3}=u^{3}+v^{3}, \\
a_{i}=x+y<u+v=a_{j} \quad \text { for } i, j \in[1, t], \\
(x, y)=(u, v)=1, \\
x<y \quad \text { and } \quad u<v .
\end{gathered}
$$

Note that if $x^{3}+y^{3}=u^{3}+v^{3}$, then $x+y=u+v$ if and only if $\{x, y\}=\{u, v\}$ (Exercise 7). Then

$$
R_{2}=\sum_{m=1}^{n}\binom{r(m)}{2}
$$

Let $(x, y, u, v)$ be a quadruple counted in $R_{2}$. Since

$$
h\left(a_{i}\right) \frac{a_{i}}{h\left(a_{i}\right)} \frac{x^{3}+y^{3}}{x+y}=h\left(a_{j}\right) \frac{a_{j}}{h\left(a_{j}\right)} \frac{u^{3}+v^{3}}{u+v}
$$

and $a_{i}$ and $a_{j}$ are not divisible by 3 , it follows from (2.18) that $a_{i} / h\left(a_{i}\right)$ and $a_{j} / h\left(a_{j}\right)$ are products of primes $p \equiv 2(\bmod 3)$. By Lemma 2.7,

$$
\left(p, \frac{x^{3}+y^{3}}{x+y}\right)=\left(p, \frac{u^{3}+v^{3}}{u+v}\right)=1
$$

if $p \equiv 2(\bmod 3)$. Therefore,

$$
\frac{a_{i}}{h\left(a_{i}\right)}=\frac{a_{j}}{h\left(a_{j}\right)} .
$$

Fix the integer $a_{i}$. Since

$$
0<\left(\frac{a_{i}}{h\left(a_{i}\right)}\right) h\left(a_{j}\right)=a_{j} \leq n^{1 / 3}
$$

and

$$
\frac{a_{i}}{h\left(a_{i}\right)}>a_{i}^{9 / 10}
$$

it follows that

$$
1 \leq h\left(a_{j}\right)<\frac{n^{1 / 3}}{a_{i}^{9 / 10}}
$$

Therefore, to each $a_{i}$ there correspond fewer than

$$
\frac{n^{1 / 3}}{a_{i}^{9 / 10}}
$$

different integers $a_{j}$. By Lemma 2.6, the number of quadruples ( $x, y, u, v$ ) such that $x+y=a_{i}$ and $u+v=a_{j}$ is smaller than $3 a_{i}^{2 / 3}$. Therefore, the number $R_{2, i}$ of quadruples $(x, y, u, v)$ such that $x+y=a_{i}$ satisfies

$$
R_{2 . i}<3 a_{i}^{2 / 3} \frac{n^{1 / 3}}{a_{i}^{9 / 10}}=\frac{3 n^{1 / 3}}{a_{i}^{7 / 30}},
$$

and so

$$
\begin{aligned}
R_{2} & =\sum_{i=1}^{1} R_{2 . i} \\
& <3 \sum_{i=1}^{1} \frac{n^{1 / 3}}{a_{i}^{7 / 30}} \\
& \leq 3 n^{1 / 3} \sum_{1 \leq i \leq n^{1 / 3}} \frac{1}{i^{7 / 30}} \\
& \leq 3 n^{1 / 3}\left(n^{1 / 3}\right)^{23 / 30} \\
& =3 n^{(2 / 3)-(7 / 90)} .
\end{aligned}
$$

Let $C_{2}^{\prime}(n)$ count the number of integers $m$ up to $n$ of the form $m=x^{3}+y^{3}$, where $x$ and $y$ are relatively prime positive integers. Since

$$
r \leq 1+\binom{r}{2}
$$

for all integers $r$, we have

$$
R_{1}=\sum_{\substack{n-1 \\(m) \geq 1}}^{n} r(m) \leq \sum_{\substack{m-1 \\,(m) \geq 1}}^{n} 1+\sum_{\substack{m=1 \\(m) \geq 1}}^{n}\binom{r(m)}{2} \leq C_{2}^{\prime}(n)+R_{2} .
$$

Therefore,

$$
C_{2}^{\prime}(n) \geq R_{1}-R_{2} \geq n^{2 / 3}-n^{(2 / 3)-(7 / 90)} \gg n^{2 / 3}
$$

This completes the proof.

The Erdös-Mahler theorem states that many integers can be written as the sum of two positive cubes. Hooley showed that very few numbers have two essentially distinct representations in this form. To prove this, we need the following result of Vaughan-Wooley [130, Lemma 3.5] from the elementary theory of binary quadratic forms.

Lemma 2.10 Let $\varepsilon>0$. For any nonzero integers $D$ and $N$, the number of solutions of the equation

$$
X^{2}-D Y^{2}=N
$$

with

$$
\max (|X|,|Y|) \ll P
$$

is

$$
\ll(D N P)^{\varepsilon}
$$

where the implied constant depends only on $\varepsilon$.
Proof. See Hua [63, chapter 11] or Landau [78, part 4].
The following lemma on "completing the square" shows how to transform certain quadratic equations in two variables into Pell's equations.

Lemma 2.11 Let $a, b, c$ be integers such that $a \neq 0$ and $D=b^{2}-4 a c \neq 0$. Let $(x, y)$ be a solution of the equation

$$
\begin{equation*}
a x^{2}+b x y+c y^{2}+d x+e y+f=0 \tag{2.19}
\end{equation*}
$$

Let

$$
X=D y-2 a e+b d
$$

and

$$
Y=2 a x+b y+d
$$

Then $(X, Y)$ is a solution of the equation

$$
X^{2}-D Y^{2}=N
$$

where

$$
\begin{equation*}
N=\left(4 a f-d^{2}\right) D+(2 a e-b d)^{2} \tag{2.20}
\end{equation*}
$$

Moreover, this map sending $(x, y)$ to $(X, Y)$ is one-to-one.
The number $D=b^{2}-4 a c$ is called the discriminant of equation (2.19).
Proof. Multiplying equation (2.19) by $4 a$, we obtain

$$
\begin{aligned}
& 4 a^{2} x^{2}+4 a b x y+4 a c y^{2}+4 a d x+4 a e y+4 a f \\
& =(2 a x+b y)^{2}-D y^{2}+2 d(2 a x+b y)+2(2 a e-b d) y+4 a f \\
& =(2 a x+b y+d)^{2}-D y^{2}+2(2 a e-b d) y+\left(4 a f-d^{2}\right) \\
& =Y^{2}-D y^{2}+2(2 a e-b d) y+\left(4 a f-d^{2}\right) \\
& =0,
\end{aligned}
$$

where

$$
Y=2 a x+b y+d
$$

Multiplying by $-D$, we obtain

$$
\begin{aligned}
& D^{2} y^{2}-2(2 a e-b d) D y-D Y^{2}-\left(4 a f-d^{2}\right) D \\
& =(D y-2 a e+b d)^{2}-D Y^{2}-\left(4 a f-d^{2}\right) D-(2 a e-b d)^{2} \\
& =X^{2}-D Y^{2}-\left(\left(4 a f-d^{2}\right) D+(2 a e-b d)^{2}\right) \\
& =X^{2}-D Y^{2}-N \\
& =0
\end{aligned}
$$

where

$$
X=D y-2 a e+b d
$$

and

$$
N=\left(4 a f-d^{2}\right) D+(2 a e-b d)^{2} .
$$

The determinant of the affine map that sends $(x, y)$ to $(X, Y)$ is

$$
\left|\begin{array}{cc}
0 & D \\
2 a & b
\end{array}\right|=-2 a D \neq 0
$$

since $a \neq 0$ and $D \neq 0$, and so the map $(x, y) \mapsto(X, Y)$ is one-to-one. This completes the proof.

Lemma 2.12 Let $P \geq 2$, and let $a, b, c, d, e, f$ be integers such that

$$
\max \{|a|, \ldots,|f|\} \ll P^{2}
$$

Let $D=b^{2}-4 a c$, and define the integer $N$ by (2.20). Let $W$ denote the number of solutions of the equation

$$
a x^{2}+b x y+c y^{2}+d x+e y+f=0
$$

with $\max (|x|,|y|) \ll P$. If $a, D$, and $N$ are nonzero, then

$$
W \ll|P|^{\varepsilon}
$$

for any $\varepsilon>0$, where the implied constant depends only on $\varepsilon$.
Proof. By Lemma 2.11, to every solution ( $x, y$ ) of the quadratic equation (2.19) there corresponds a solution of the equation

$$
X^{2}-D Y^{2}=N
$$

where

$$
D=b^{2}-4 a c \ll P^{4}
$$

and

$$
N=\left(4 a f-d^{2}\right) D+(2 a e-b d)^{2} \ll P^{8}
$$

Moreover,

$$
X=D y-2 a e+b d \ll P^{4}|y| \ll P^{5}
$$

and

$$
Y=2 a x+b y+d \ll P^{2}(|x|+|y|) \ll P^{3}
$$

if $\max (|x|,|y|) \ll P$. It follows from Lemma 2.10 that

$$
W \ll\left(D N P^{5}\right)^{\varepsilon} \ll P^{17 \varepsilon} \ll P^{\varepsilon} .
$$

This completes the proof.
Theorem 2.6 (Hooley-Wooley) Let $D(n)$ denote the number of integers not exceeding $n$ that have at least two essentially distinct representations as the sum of two nonnegative integral cubes. Then

$$
D(n) \ll_{\varepsilon} n^{5 / 9+\varepsilon}
$$

Proof. If $N$ has at least two essentially distinct representations as the sum of two nonnegative cubes, then there exist integers $x_{1}, x_{2}, x_{3}, x_{4}$ such that

$$
x_{1}^{3}+x_{2}^{3}=x_{3}^{3}+x_{4}^{3}=N
$$

and

$$
0 \leq x_{3}<x_{1} \leq x_{2} \leq x_{4} \leq N^{1 / 3}
$$

For any number $P \geq 2$, let $S(P)$ denote the number of solutions of the equation

$$
\begin{equation*}
x_{1}^{3}+x_{2}^{3}=x_{3}^{3}+x_{4}^{3} \tag{2.21}
\end{equation*}
$$

that satisfy

$$
\begin{equation*}
0 \leq x_{3}<x_{1} \leq x_{2}<x_{4} \leq P \tag{2.22}
\end{equation*}
$$

Then

$$
\begin{equation*}
D(n) \leq S\left(n^{1 / 3}\right) \tag{2.23}
\end{equation*}
$$

If the integers $x_{1}, x_{2}, x_{3}, x_{4}$ satisfy (2.21) and (2.22), then $x_{1}+x_{2} \neq x_{3}+x_{4}$ by Exercise 7, and so

$$
x_{1}+x_{2}=x_{3}+x_{4}+h
$$

where

$$
1 \leq|h|<2 P
$$

Let $T(P, h)$ denote the number of solutions of the simultaneous equations

$$
x_{1}^{3}+x_{2}^{3}=x_{3}^{3}+x_{4}^{3}
$$

and

$$
x_{1}+x_{2}=x_{3}+x_{4}+h
$$

with

$$
0 \leq x_{i} \leq P \quad \text { for } i=1, \ldots, 4
$$

Choose the integer $\ell$ so that

$$
2^{\ell} \leq 2 P<2^{i+1} .
$$

Then

$$
\begin{aligned}
S(P) & \leq \sum_{1 \leq|h|<2 P} T(P, h) \\
& \leq \sum_{0 \leq i \leq \ell} \sum_{2^{i} \leq|h|<2^{i+1}} T(P, h) \\
& \ll \ell \max _{0 \leq i \leq \ell}\left\{\sum_{2^{i} \leq|h|<2^{i+1}} T(P, h)\right\} \\
& \ll \log P \max _{1 \leq H \leq 2 P}\left\{\sum_{H \leq|h|<2 H} T(P, h)\right\} .
\end{aligned}
$$

Since $x_{3}$ is the smallest of the four integers $x_{1}, x_{2}, x_{3}, x_{4}$, we have

$$
2 x_{4}+h>x_{3}+x_{4}+h=x_{1}+x_{2}>0 .
$$

For fixed $h$, we can use $x_{1}, \ldots, x_{4}$ to define four positive integers $u_{1}, u_{2}, u_{3}$, and $y$ as follows:

$$
\begin{aligned}
u_{1} & =x_{1}+x_{2} \\
u_{2} & =x_{1}-x_{3} \\
u_{3} & =x_{2}-x_{3} \\
y & =2 x_{4}+h,
\end{aligned}
$$

where

$$
1 \leq u_{i} \leq 2 P \quad \text { for } i=1,2,3
$$

and

$$
1 \leq y \leq 4 P
$$

Moreover,

$$
u_{1}+u_{2}+u_{3}=2\left(x_{1}+x_{2}-x_{3}\right)=2\left(x_{4}+h\right)=y+h
$$

and

$$
\begin{aligned}
h\left(3 y^{2}+h^{2}\right) & =h\left(3\left(2 x_{4}+h\right)^{2}+h^{2}\right) \\
& =h\left(12 x_{4}^{2}+12 x_{4} h+4 h^{2}\right) \\
& =4\left(3 x_{4}^{2} h+3 x_{4} h^{2}+h^{3}\right) \\
& =4\left(\left(x_{4}+h\right)^{3}-x_{4}^{3}\right) \\
& =4\left(\left(x_{1}+x_{2}-x_{3}\right)^{3}-x_{1}^{3}-x_{2}^{3}+x_{3}^{3}\right) \\
& =12\left(x_{1}^{2} x_{2}+x_{1} x_{2}^{2}-x_{2}^{2} x_{3}+x_{2} x_{3}^{2}-x_{1}^{2} x_{3}+x_{1} x_{3}^{2}-2 x_{1} x_{2} x_{3}\right) \\
& =12\left(x_{1}+x_{2}\right)\left(x_{1}-x_{3}\right)\left(x_{2}-x_{3}\right) \\
& =12 u_{1} u_{2} u_{3} .
\end{aligned}
$$

Conversely, the numbers $u_{1}, u_{2}, u_{3}$, and $y$ determine $x_{1}, \ldots, x_{4}$ uniquely. It follows that

$$
T(P, h) \leq U(P, h)
$$

where $U(P, h)$ denotes the number of solutions of the equations

$$
\begin{equation*}
u_{1}+u_{2}+u_{3}=y+h \tag{2.24}
\end{equation*}
$$

and

$$
\begin{equation*}
12 u_{1} u_{2} u_{3}=h\left(3 y^{2}+h^{2}\right) \tag{2.25}
\end{equation*}
$$

in positive integers $u_{i} \leq 2 P$ and $y \leq 4 P$. If $u_{i}=h$ for some $i$, say, $u_{3}=h$, then $u_{1}+u_{2}=h$ and

$$
12 u_{1} u_{2}=3 y^{2}+h^{2}=3 u_{1}^{2}+6 u_{1} u_{2}+3 u_{2}^{2}+h^{2}
$$

This implies that

$$
3\left(u_{1}-u_{2}\right)^{2}+h^{2}=0
$$

which is impossible since $h \neq 0$. Therefore, $u_{i} \neq h$ for all $i=1,2,3$. Let $u_{1}, u_{2}, u_{3}, h$ be a solution of equations (2.24) and (2.25) counted in $U(P, h)$. Let

$$
\left(u_{3}, h\right)=\max \left\{\left(u_{i}, h\right): i=1,2,3\right\}
$$

where $(a, b)$ denotes the greatest common divisor of $a$ and $b$. We define

$$
\begin{gathered}
d_{3}=\left(u_{3}, h\right) \\
d_{2}=\left(u_{2}, \frac{h}{d_{3}}\right), \\
d_{1}=\left(u_{1}, \frac{h}{d_{2} d_{3}}\right) .
\end{gathered}
$$

Then

$$
d_{3}=\max \left\{d_{1}, d_{2}, d_{3}\right\}
$$

and $d_{1} d_{2} d_{3}$ divides $h$. Let

$$
g=\frac{h}{d_{1} d_{2} d_{3}}
$$

and

$$
v_{i}=\frac{u_{i}}{d_{i}} \quad \text { for } i=1,2,3
$$

Then

$$
\begin{equation*}
\left(v_{i}, g\right)=1 \quad \text { and } \quad 1 \leq v_{i} \leq \frac{2 P}{d_{i}} \quad \text { for } i=1,2,3 \tag{2.26}
\end{equation*}
$$

It follows from (2.25) that

$$
12 v_{1} v_{2} v_{3}=g\left(3 y^{2}+h^{2}\right)
$$

and so $g$ divides 12 , that is,

$$
f g=12
$$

for some integer $f$. Therefore, $|h|=\left|g d_{1} d_{2} d_{3}\right| \leq 12 d_{3}^{3}$, and so

$$
\begin{equation*}
d_{3} \gg|h|^{1 / 3} \tag{2.27}
\end{equation*}
$$

Since $u_{3} \notin h$, it follows that

$$
\begin{equation*}
v_{3} \neq g d_{1} d_{2} \tag{2.28}
\end{equation*}
$$

We can rewrite equation (2.25) in terms of the new variables $v_{i}, d_{i}, f, g$. Since

$$
h=g d_{1} d_{2} d_{3}
$$

and

$$
y=d_{1} v_{1}+d_{2} v_{2}+d_{3} v_{3}-h,
$$

we have

$$
12 u_{1} u_{2} u_{3}=f g d_{1} d_{2} d_{3} v_{1} v_{2} v_{3}=f h v_{1} v_{2} v_{3}=h\left(3 y^{2}+h^{2}\right)
$$

and so

$$
\begin{equation*}
f v_{1} v_{2} v_{3}=3\left(d_{1} v_{1}+d_{2} v_{2}+d_{3} v_{3}-h\right)^{2}+h^{2} \tag{2.29}
\end{equation*}
$$

If we fix the integers $d_{1}, d_{2}, d_{3}, f, g, v_{3}$, then equation (2.29) becomes a quadratic equation in $v_{1}, v_{2}$ :

$$
\begin{align*}
& 3 d_{1}^{2} v_{1}^{2}+\left(6 d_{1} d_{2}-f v_{3}\right) v_{1} v_{2}+3 d_{2}^{2} v_{2}^{2}+6 d_{1}\left(d_{3} v_{3}-h\right) v_{1} \\
& +6 d_{2}\left(d_{3} v_{3}-h\right) v_{2}+3\left(d_{3} v_{3}-h\right)^{2}+h^{2}=0 \tag{2.30}
\end{align*}
$$

The discriminant of this quadratic is

$$
\begin{aligned}
D & =\left(\left(6 d_{1} d_{2}-f v_{3}\right)^{2}-36 d_{1}^{2} d_{2}^{2}\right. \\
& =f^{2} v_{3}^{2}-12 d_{1} d_{2} f v_{3} \\
& =f^{2} v_{3}^{2}-d_{1} d_{2} f^{2} g v_{3} \\
& =f^{2} v_{3}\left(v_{3}-d_{1} d_{2} g\right) \\
& \neq 0
\end{aligned}
$$

by (2.28). Similarly, the integer $N$ defined by (2.20) is nonzero, because

$$
\begin{aligned}
N= & \left(4 \cdot 3 d_{1}^{2}\left(3\left(d_{3} v_{3}-h\right)^{2}+h^{2}\right)-\left(6 d_{1}\left(d_{3} v_{3}-h\right)\right)^{2}\right) D \\
& +\left(2 \cdot 3 d_{1}^{2} \cdot 6 d_{2}\left(d_{3}-v_{3} h\right)-\left(6 d_{1} d_{2}-f v_{3}\right) \cdot 6 d_{1}\left(d_{3}-v_{3} h\right)\right)^{2} \\
= & 12 d_{1}^{2} h^{2} D+\left(6 d_{1} f v_{3}\left(d_{3} v_{3}-h\right)\right)^{2} \\
= & \left.12 d_{1}^{2} h^{2} f^{2} v_{3}\left(v_{3}-d_{1} d_{2} g\right)+36 d_{1}^{2} f^{2} v_{3}^{2} d_{3}^{2}\left(v_{3}-d_{1} d_{2} g\right)\right)^{2} \\
= & 12 d_{1}^{2} d_{3}^{2} f^{2} v_{3}\left(v_{3}-d_{1} d_{2} g\right)\left(\left(d_{1} d_{2} g\right)^{2}-3 d_{1} d_{2} g v_{3}+3 v_{3}^{2}\right) \\
= & 3 d_{1}^{2} d_{3}^{2} f^{2} v_{3}\left(v_{3}-d_{1} d_{2} g\right)\left(\left(d_{1} d_{2} g\right)^{2}+3\left(d_{1} d_{2} g-2 v_{3}\right) 2\right) \\
& \neq 0 .
\end{aligned}
$$

Let $W\left(P, d_{1}, d_{2}, d_{3}, f, g, v_{3}\right)$ denote the number of solutions of equation (2.30) in integers $v_{1}, v_{2}$ satisfying (2.26). Since the coefficients of this quadratic equation are all $\ll P^{2}$, it follows from Lemma 2.12 that

$$
W\left(P, d_{1}, d_{2}, d_{3}, f, g, v_{3}\right) \ll P^{\varepsilon}
$$

Therefore,

$$
\begin{aligned}
& S(P) \ll \log P \max _{1 \leq H \leq 2 P} \sum_{H \leq|h|<2 H} T(P, h) \\
& \ll \log P \max _{1 \leq H \leq 2 P} \sum_{H \leq|h|<2 H} U(P, h) \\
& \ll \log P \max _{1 \leq H \leq 2 P} \sum_{H \leq|h|<2 H} \sum_{f g=12} \sum_{\substack{\begin{subarray}{c}{d_{1}, d_{2} d_{3}-h \\
d_{3}=\operatorname{mad}\left(d_{1}, d_{2}\right)} }}\end{subarray}} \\
& \sum_{\substack{1 \leq n_{1} \leq 2 \leq f_{d} \\
\text { and } \\
3+d_{1} d_{2}}} W\left(P, d_{1}, d_{2}, d_{3}, f, g, v_{3}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \ll P^{\varepsilon} \max _{1 \leq H \leq 2 P} \sum_{H \leq|h|<2 H} \sum_{f g=12} \sum_{\substack{\left.\alpha, d_{1} d_{2} d_{3}-h \\
d_{3} \geq m_{2}, d_{1}, d_{2}\right)}} \frac{P^{1+\varepsilon}}{d_{3}} \\
& \ll P^{1+2 \varepsilon} \max _{1 \leq H \leq 2 P} \sum_{H \leq|h|<2 H} \sum_{\substack{\left.s d_{1}, d_{2} d_{3}-h \\
d_{3} \geq m_{1}, d_{1}, d_{2}\right)}} \frac{1}{d_{3}} .
\end{aligned}
$$

Since the number of factorizations of $h$ in the form $h=g d_{1} d_{2} d_{3}$ is $\ll|h|^{\varepsilon}$, and since

$$
d_{3} \gg|h|^{1 / 3}
$$

by (2.27), we have

$$
\sum_{H \leq|h|<2 H} \sum_{\substack{\alpha_{1}, d_{2} d_{1}-h \\ d_{3} \geq \operatorname{man}\left(d_{1}, a_{2}\right)}} \frac{1}{d_{3}} \ll \sum_{H \leq h<2 H} \frac{1}{h^{1 / 3-\varepsilon}} \ll H^{2 / 3+\varepsilon},
$$

and so

$$
S(P) \ll P^{1+2 \varepsilon} \max _{1 \leq H \leq 2 P} H^{2 / 3+\varepsilon} \ll P^{5 / 3+3 \varepsilon} .
$$

Therefore, by (2.23), we have

$$
D(n) \leq S\left(n^{1 / 3}\right) \ll n^{5 / 9+\varepsilon} .
$$

This completes the proof.
Theorem 2.7 (Erdös) Almost all integers that can be represented as the sum of two positive cubes have essentially only one such representation.

Proof. This follows immediately from the remark that there are greater than $\mathrm{cn}^{2 / 3}$ integers that can be represented in at least one way as the sum of two nonnegative cubes, but there are no more than $c^{\prime} n^{5 / 9+\varepsilon}=o\left(n^{2 / 3}\right)$ integers that have two or more essentially distinct representations as the sum of two cubes.

### 2.5 Notes

Wieferich's proof [144] that $g(3)=9$ appeared in Mathematische Annalen in 1909. In the immediately following paper in the same issue of that journal, Landau [75] proved that $G(3) \leq 8$. Dickson [24] showed that 23 and 239 are the only positive integers not representable as the sum of eight nonnegative cubes. An error in Wieferich's paper was corrected by Kempner [70]. Scholz [108] gives a nice version of the Wieferich-Kempner proof.

Linnik's proof [81] of the theorem that $G(3) \leq 7$ is difficult. Watson [139] subsequently discovered a different and much more elementary proof of this result, and it is Watson's proof that is given in this chapter. Dress [25] has a simple proof that $G(3) \leq 11$.

Vaughan [126] obtained an asymptotic formula for $r_{3.8}(n)$, the number of representations of an integer as the sum of eight cubes. It is an open problem to obtain an asymptotic formula for the number of representations of an integer as the sum of seven or fewer cubes.

It is possible that every sufficiently large integer is the sum of four nonnegative cubes. Let $E(x)$ denote the number of positive integers up to $x$ that cannot be written as the sum of four positive cubes. Davenport [17] proved that $E_{4.3}(x) \ll x^{29 / 30+\varepsilon}$, and so almost all positive integers can be represented as the sum of four positive cubes. Brüdern [6] proved that

$$
E_{4.3}(x) \ll x^{37 / 42+\varepsilon} .
$$

There are interesting identities that express a linear polynomial as the sum of the cubes of four polynomials with integer coefficients. Such identities enable us to represent the integers in particular congruence classes as sums of four integral cubes. See Mordell [85, 86], Demjanenko [20], and Revoy [101] for such polynomial identities.

Theorem 2.5 was first proved by Erdös and Mahler [31, 35]. The beautiful elementary proof given in this chapter is due to Erdős [31]. Similarly, Theorem 2.6 was originally proved by Hooley [57,58]. The elementary proof presented here is due to Wooley [149]. For an elementary discussion of elliptic curves and sums of two cubes, see Silverman [115] and Silverman and Tate [116, pages 147-151].

Waring stated in 1770 that $g(2)=4, g(3)=9$, and $g(4)=19$. The theorem that every nonnegative integer is the sum of 19 fourth powers was finally proved in 1992 in joint work of Balasubramanian [2] and Deshouillers and Dress [21].
2. Waring's problem for cubes

### 2.6 Exercises

1. Prove that

$$
3^{3}+4^{3}+5^{3}=6^{3}
$$

is the only solution in integers of the equation

$$
(x-3)^{3}+(x-2)^{3}+(x-1)^{3}=x^{3}
$$

2. Let $s(N)$ be the smallest number such that $N$ can be written as the sum of $s(N)$ positive cubes. Compute $s(N)$ for $N=1, \ldots, 100$.
3. Prove that $s(239)=9$, that is, 239 cannot be written as a sum of eight nonnegative cubes.
4. Show that none of the following numbers

| 15 | 22 | 50 | 114 | 167 |
| ---: | ---: | ---: | ---: | ---: |
| 175 | 186 | 212 | 231 | 238 |
| 303 | 364 | 420 | 428 | 454 |

can be written as a sum of seven nonnegative cubes.
5. Show that none of the following numbers

$$
79,159,239,319,399,479,559
$$

can be written as a sum of 18 fourth powers.
6. Let $v(3)$ denote the smallest number such that every integer can be written as the sum or difference of $v(3)$ nonnegative integral cubes.
(a) Prove that

$$
4 \leq v(3) \leq g(3)
$$

(b) Prove that

$$
v(3) \leq 5 .
$$

Hint: Use the polynomial identity

$$
6 x=(x+1)^{3}+(x-1)^{3}-2 x^{3}
$$

and the fact that $x=\left(N-N^{3}\right) / 6$ is an integer for every integer $N$.
It is an unsolved problem to determine whether $v(3)=4$ or 5 . This is called the easier Waring's problem for cubes.
7. Let $x, y, u, v$ be positive integers. Prove that if $x+y=v+v$ and $x^{3}+y^{3}=$ $u^{3}+v^{3}$, then $\{x, y\}=\{u, v\}$.
8. (Von Sterneck [136]) Using a computer, calculate $s(n)$ for $n$ up to 40,000 . Verify the results of Lemma 2.4.
9. (Mahler [82]) Prove that 1 has infinitely many different representations as the sum of three cubes. Hint: Establish the polynomial identity

$$
\begin{equation*}
\left(9 x^{4}\right)^{3}+\left(3 x-9 x^{4}\right)^{3}+\left(1-9 x^{3}\right)^{3}=1 \tag{2.31}
\end{equation*}
$$

Prove that

$$
\left(9 m^{4}\right)^{3}+\left(3 m n^{3}-9 m^{4}\right)^{3}+\left(n^{4}-9 m^{3} n\right)^{3}=n^{12}
$$

Let $r_{3.3}(N)$ denote the number of representations of $N$ as the sum of three nonnegative cubes. Prove that if $N=n^{12}$ for some positive integer $n$, then

$$
r_{3.3}(N) \geq 9^{-1 / 3} N^{1 / 12}
$$

Note: This is Mahler's counterexample to Hypothesis K of Hardy and Littlewood [49].
10. (Elkies and Kaplansky [27]) Verify the following polynomial identities:

$$
\begin{gathered}
8\left(x^{2}+y^{2}-z^{3}\right)=(2 x+2 y)^{2}+(2 x-2 y)^{2}-(2 z)^{3}, \\
2 x+1=\left(x^{3}-3 x^{2}+x\right)^{2}+\left(x^{2}-x-1\right)^{2}-\left(x^{2}-2 x\right)^{3}, \\
2(2 x+1)=\left(2 x^{3}-2 x^{2}-x\right)^{2}-\left(2 x^{3}-4 x^{2}-x+1\right)^{2}-\left(2 x^{2}-2 x-1\right)^{3}, \\
4(2 x+1)=\left(x^{3}+x+2\right)^{2}+\left(x^{2}-2 x-1\right)^{2}-\left(x^{2}+1\right)^{3} .
\end{gathered}
$$

Show that every integer $N$, positive or negative, can be written uniquely in the form

$$
N=8^{q} 2^{r}(2 m+1)
$$

where $q \geq 0, r \in\{0,1,2\}$, and $m \in \mathbf{Z}$. Prove that every integer $N$ can be written in the form

$$
N=a^{2}+b^{2}-c^{3}
$$

where $a, b, c$ are integers.
11. Let $a$ be a positive rational number. Consider the equations

$$
\begin{aligned}
a & =x^{3}+y^{3}+z^{3} \\
a & =(x+y+z)^{3}-3(y+z)(z+x)(x+y) \\
8 a & =(u+v+w)^{3}-24 u v w .
\end{aligned}
$$

Prove that if any one of these equations has a solution in positive rational numbers, then each of the three equations does.
12. Let $a$ be a rational number. Let $r$ be any rational number such that $r \neq 0$ and

$$
t=\frac{a}{72 r^{3}} \neq-1
$$

For any rational number $w$, let

$$
u=\left(\frac{24 t^{2}}{(t+1)^{3}}-1\right) w
$$

and

$$
v=\left(\frac{24 t}{(t+1)^{3}}\right) w
$$

Prove that

$$
(u+v+w)^{3}-24 u v w=\gamma a\left(\frac{w}{r(t+1)}\right)^{3} .
$$

Let $w=r(t+1)$. Prove that there exist rational numbers $x, y, z$ such that

$$
\begin{aligned}
u & =y+z \\
v & =z+x \\
w & =x+y
\end{aligned}
$$

and

$$
a=x^{3}+y^{3}+z^{3} .
$$

This proves that every rational number can be written as the sum of three rational cubes.
13. Let $a$ be a positive rational number. Show that it is possible to choose $r$ in Exercise 12 so that

$$
a=x^{3}+y^{3}+z^{3}
$$

where $x, y, z$ are positive rational numbers. This proves that every positive rational number can be written as the sum of three positive rational cubes.

## 3

## The Hilbert-Waring theorem

Nous ne devons pas douter que ces considérations, qui permettent ainsi d'obtenir des relations arithmétiques en les faisant sortir d'identités où figurent des intégrales définies, ne puissent un jour, quand on en aura bien compris de sens, être appliquées à des problèmes bien plus étendus que celui de Waring. ${ }^{1}$
H. Poincaré [96]

### 3.1 Polynomial identities and a conjecture of Hurwitz

Waring's problem for exponent $k$ is to prove that the set of nonnegative integers is a basis of finite order, that is, to prove that every nonnegative integer can be written as the sum of a bounded number of $k$ th powers. We denote by $g(k)$ the smallest number $s$ such that every nonnegative integer is the sum of exactly $s k t h$ powers of nonnegative integers. Waring's problem is to show that $g(k)$ is finite; Hilbert proved this in 1909. The goal of this chapter is to prove the Hilbert-Waring theorem: the $k$ th powers are a basis of finite order for every positive integer $k$.

We have already proved Waring's problem for exponent two (the squares) and exponent three (the cubes). Other cases of Waring's problem can be deduced from

[^3]these results by means of polynomial identities. Here are three examples. We use the notation
$$
\left(x_{1} \pm x_{2} \pm \cdots \pm x_{h}\right)^{k}=\sum_{\varepsilon_{2}, \ldots, \varepsilon_{h}- \pm 1}\left(x_{1}+\varepsilon_{2} x_{2}+\cdots+\varepsilon_{h} x_{h}\right)^{k}
$$

Theorem 3.1 (Liouville)

$$
\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2}\right)^{2}=\frac{1}{6} \sum_{1 \leq i<j \leq 4}\left(x_{i}+x_{j}\right)^{4}+\frac{1}{6} \sum_{1 \leq i<j \leq 4}\left(x_{i}-x_{j}\right)^{4}
$$

is a polynomial identity, and every nonnegative integer is the sum of 53 fourth powers, that is,

$$
g(4) \leq 53 .
$$

Proof. We begin by observing that

$$
\left(x_{1} \pm x_{2}\right)^{4}=\left(x_{1}+x_{2}\right)^{4}+\left(x_{1}-x_{2}\right)^{4}=2 x_{1}^{4}+12 x_{1}^{2} x_{2}^{2}+2 x_{2}^{4}
$$

and so

$$
\begin{aligned}
\sum_{1 \leq i<j \leq 4}\left(x_{i} \pm x_{j}\right)^{4} & =\sum_{1 \leq i<j \leq 4}\left(x_{i}+x_{j}\right)^{4}+\sum_{1 \leq i<j \leq 4}\left(x_{i}-x_{j}\right)^{4} \\
& =\sum_{1 \leq i<j \leq 4}\left(2 x_{i}^{4}+12 x_{i}^{2} x_{j}^{2}+2 x_{j}^{4}\right) \\
& =6 \sum_{i=1}^{4} x_{i}^{4}+12 \sum_{1 \leq i<j \leq 4} x_{1}^{2} x_{j}^{2} \\
& =6\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2}\right)^{2} .
\end{aligned}
$$

This proves Liouville's identity.
Let $a$ be a nonnegative integer. By Lagrange's theorem, $a=x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2}$ is the sum of four squares, and so

$$
\begin{aligned}
6 a^{2} & =6\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2}\right)^{2} \\
& =\sum_{1 \leq i<j \leq 4}\left(x_{i}+x_{j}\right)^{4}+\sum_{1 \leq i<j \leq 4}\left(x_{i}-x_{j}\right)^{4}
\end{aligned}
$$

is the sum of 12 fourth powers. Every nonnegative integer $n$ can be written in the form $n=6 q+r$, where $q \geq 0$ and $0 \leq r \leq 5$. By Lagrange's theorem again, we have $q=a_{1}^{2}+\cdots+a_{4}^{2}$, and so $6 q=6 a_{1}^{2}+\cdots+6 a_{4}^{2}$ is the sum of 48 fourth powers. Since $r$ is the sum of 5 fourth powers, each of them either $0^{4}$ or $1^{4}$, it follows that $n$ is the sum of 53 squares. This completes the proof.

The proofs of the following two results are similar.

Theorem 3.2 (Fleck)

$$
\begin{aligned}
& \left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2}\right)^{3} \\
& =\frac{1}{60} \sum_{1 \leq i<j<k \leq 4}\left(x_{i} \pm x_{j} \pm x_{k}\right)^{6}+\frac{1}{30} \sum_{1 \leq i<j \leq 4}\left(x_{i} \pm x_{j}\right)^{6}+\frac{3}{5} \sum_{1 \leq i \leq 4} x_{i}^{6}
\end{aligned}
$$

is a polynomial identity, and every nonnegative integer is the sum of a bounded number of sixth powers.

Theorem 3.3 (Hurwitz)

$$
\begin{aligned}
& \left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2}\right)^{4} \\
& =\frac{1}{840}\left(x_{1} \pm x_{2} \pm x_{3} \pm x_{4}\right)^{8}+\frac{1}{5040} \sum_{1 \leq i<j<k<\leq 4}\left(2 x_{i} \pm x_{j} \pm x_{k}\right)^{8} \\
& +\frac{1}{84} \sum_{1 \leq i<j \leq 4}\left(x_{i} \pm x_{j}\right)^{8}+\frac{1}{840} \sum_{1 \leq i \leq 4}\left(2 x_{i}\right)^{6}
\end{aligned}
$$

is a polynomial identity, and every nonnegative integer is the sum of a bounded number of eighth powers.

Suppose that

$$
\begin{equation*}
\left(x_{1}^{2}+\cdots+x_{4}^{2}\right)^{k}=\sum_{i=1}^{M} a_{i}\left(b_{i .1} x_{1}^{2}+b_{i .2} x_{2}^{2}+b_{i .3} x_{3}^{2}+b_{i .4} x_{4}^{2}\right)^{2 k} \tag{3.1}
\end{equation*}
$$

for some positive integer $M$, integers $b_{i . j}$, and positive rational numbers $a_{i}$. Hurwitz observed that this polynomial identity and Lagrange's theorem immediately imply that if Waring's problem is true for exponent $k$, then it is also true for exponent $2 k$. Hilbert subsequently proved the existence of polynomial identities of the form (3.1) for all positive integers $k$, and he applied it to show that the set of nonnegative integral $k$ th powers is a basis of finite order for every exponent $k$. This was the first proof of Waring's problem. In the next section, we obtain Hilbert's polynomial identities.

### 3.2 Hermite polynomials and Hilbert's identity

For $n \geq 0$, we define the Hermite polynomial $H_{n}(x)$ by

$$
H_{n}(x)=\left(\frac{-1}{2}\right)^{n} e^{x^{2}} \frac{d^{n}}{d x^{n}}\left(e^{-x^{2}}\right)
$$

The first five Hermite polynomials are

$$
H_{0}(x)=1
$$

$$
\begin{aligned}
& H_{1}(x)=x \\
& H_{2}(x)=x^{2}-\frac{1}{2} \\
& H_{3}(x)=x^{3}-\frac{3}{2} x \\
& H_{4}(x)=x^{4}-3 x^{2}+\frac{3}{4}
\end{aligned}
$$

Since

$$
\begin{aligned}
H_{n}^{\prime}(x) & =\left(\frac{-1}{2}\right)^{n} \frac{d}{d x}\left(e^{x^{2}} \frac{d^{n}}{d x^{n}}\left(e^{-x^{2}}\right)\right) \\
& =\left(\frac{-1}{2}\right)^{n}(2 x) e^{x^{2}} \frac{d^{n}}{d x^{n}}\left(e^{-x^{2}}\right)-2\left(\frac{-1}{2}\right)^{n+1} e^{x^{2}} \frac{d^{n+1}}{d x^{n+1}}\left(e^{-x^{2}}\right) \\
& =2 x H_{n}(x)-2 H_{n+1}(x)
\end{aligned}
$$

the Hermite polynomials satisfy the recurrence relation

$$
\begin{equation*}
H_{n+1}(x)=x H_{n}(x)-\frac{1}{2} H_{n}^{\prime}(x) \tag{3.2}
\end{equation*}
$$

It follows that $H_{n}(x)$ is a monic polynomial of degree $n$ with rational coefficients and that $H_{n}(x)$ is an even polynomial for $n$ even and an odd polynomial for $n$ odd.

Lemma 3.1 The Hermite polynomial $H_{n}(x)$ has $n$ distinct real zeros.
Proof. This is by induction on $n$. The lemma is clearly true for $n=0$ and $n=1$, since $H_{1}(x)=x$. Let $n \geq 1$, and assume that the lemma is true for $n$. Then $H_{n}(x)$ has $n$ distinct real zeros, and these zeros must be simple. Therefore, there exist real numbers

$$
\beta_{n}<\cdots<\beta_{2}<\beta_{1}
$$

such that

$$
H_{n}\left(\beta_{j}\right)=0
$$

and

$$
H_{n}^{\prime}\left(\beta_{j}\right) \neq 0
$$

for $j=1, \ldots, n$. Since $H_{n}(x)$ is a monic polynomial of degree $n$, it follows that

$$
\lim _{x \rightarrow \infty} H_{n}(x)=\infty
$$

and so

$$
H_{n}^{\prime}\left(\beta_{1}\right)>0 .
$$

Since the $n-1$ distinct real zeros of the derivative $H_{n}^{\prime}(x)$ are intertwined with the $n$ zeros of $H_{n}(x)$, it follows that

$$
(-1)^{j+1} H_{n}^{\prime}\left(\beta_{j}\right)>0
$$

for $j=1, \ldots, n$. The recurrence relation (3.2) implies that

$$
H_{n+1}\left(\beta_{j}\right)=\beta_{j} H_{n}\left(\beta_{j}\right)-\frac{1}{2} H_{n}^{\prime}\left(\beta_{j}\right)=-\frac{1}{2} H_{n}^{\prime}\left(\beta_{j}\right)
$$

and so

$$
(-1)^{j} H_{n+1}\left(\beta_{j}\right)=\frac{(-1)^{j+1}}{2} H_{n}^{\prime}\left(\beta_{j}\right)>0
$$

for $j=1, \ldots, n$. Therefore, for $j=2, \ldots, n, H_{n+1}(x)$ has a zero $\beta_{j}^{*}$ in each open interval $\left(\beta_{j}, \beta_{j-1}\right)$. Since $\lim _{x \rightarrow \infty} H_{n+1}(x)=\infty$ and $H_{n+1}\left(\beta_{1}\right)<0$, it follows that $H_{n+1}(x)$ has a zero $\beta_{1}^{*}>\beta_{1}$. If $n$ is even, then $H_{n+1}\left(\beta_{n}\right)>0$. Since $n+1$ is odd, $H_{n+1}(x)$ is a polynomial of odd degree, and so $\lim _{x \rightarrow-\infty} H_{n+1}(x)=-\infty$. It follows that $H_{n+1}(x)$ has a zero $\beta_{n+1}^{*}<\beta_{n}$. Similarly, if $n$ is odd, $H_{n+1}\left(\beta_{n}\right)<0$ and the even polynomial $H_{n+1}(x)$ has a zero $\beta_{n+1}^{*}<\beta_{n}$. Thus, $H_{n+1}(x)$ has $n+1$ distinct real zeros. This completes the proof.

Lemma 3.2 Let $n \geq 1$ and $f(x)$ be a polynomial of degree at most $n-1$. Then

$$
\int_{-\infty}^{\infty} e^{-x^{2}} H_{n}(x) f(x) d x=0
$$

Proof. This is by induction on $n$.) If $n=1$, then $H_{n}(x)=x$ and $f(x)$ is constant, say, $f(x)=a_{0}$, so

$$
\int_{-\infty}^{\infty} e^{-x^{2}} H_{n}(x) f(x) d x=a_{0} \int_{-\infty}^{\infty} e^{-x^{2}} x d x=0
$$

Now assume that the lemma is true for $n$, and let $f(x)$ be a polynomial of degree at most $n$. Then $f^{\prime}(x)$ is a polynomial of degree at most $n-1$. Integrating by parts, we obtain

$$
\begin{aligned}
\int_{-\infty}^{\infty} e^{-x^{2}} H_{n+1}(x) f(x) d x & =\left(\frac{-1}{2}\right)^{n+1} \int_{-\infty}^{\infty} \frac{d^{n+1}}{d x^{n+1}}\left(e^{-x^{2}}\right) f(x) d x \\
& =\left(\frac{-1}{2}\right)^{n+1} \int_{-\infty}^{\infty} \frac{d^{n}}{d x^{n}}\left(e^{-x^{2}}\right) f^{\prime}(x) d x \\
& =\left(\frac{-1}{2}\right) \int_{-\infty}^{\infty} e^{-x^{2}} H_{n}(x) f^{\prime}(x) d x \\
& =0 .
\end{aligned}
$$

This completes the proof.
Lemma 3.3 For $n \geq 0$,

$$
c_{n}=\frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} e^{-x^{2}} x^{n} d x=\left\{\begin{array}{cl}
\frac{n!}{2^{n}(n / 2)!} & \text { if } n \text { is even }  \tag{3.3}\\
0 & \text { if } n \text { is odd } .
\end{array}\right.
$$

Proof. This is by induction on $n$. For $n=0$, we have

$$
\int_{-\infty}^{\infty} e^{-x^{2}} d x=\sqrt{\pi}
$$

and so $c_{0}=1$. For $n=1$, the function $e^{-x^{2}} x$ is odd, and so

$$
\int_{-\infty}^{\infty} e^{-x^{2}} x d x=0
$$

and $c_{1}=0$. Now let $n \geq 2$, and assume that the lemma holds for $n-2$. Integrating by parts, we obtain

$$
\begin{aligned}
c_{n} & =\frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} e^{-x^{2}} x^{n} d x \\
& =\left(\frac{n-1}{2}\right) \frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} e^{-x^{2}} x^{n-2} d x \\
& =\left(\frac{n-1}{2}\right) c_{n-2} .
\end{aligned}
$$

If $\boldsymbol{n}$ is odd, then $\boldsymbol{c}_{\boldsymbol{n}-2}=0$ and so $\boldsymbol{c}_{\boldsymbol{n}}=0$. If $\boldsymbol{n}$ is even,

$$
\begin{aligned}
c_{n} & =\left(\frac{n-1}{2}\right) c_{n-2} \\
& =\left(\frac{n-1}{2}\right) \frac{(n-2)!}{2^{n-2}((n-2) / 2)!} \\
& =\frac{n!}{2^{n}(n / 2)!}
\end{aligned}
$$

This completes the proof.
Lemma 3.4 Let $n \geq 1$, let $\beta_{1}, \ldots, \beta_{n}$ be $n$ distinct real numbers, and let $c_{0}, c_{1}$, $\ldots, c_{n-1}$ be the numbers defined by (3.3). The system of linear equations

$$
\begin{equation*}
\sum_{j=1}^{n} \beta_{j}^{k} x_{j}=c_{k} \quad \text { for } k=0,1, \ldots, n-1 \tag{3.4}
\end{equation*}
$$

has a unique solution $\rho_{1}, \ldots, \rho_{n}$. If $r(x)$ is a polynomial of degree at most $n-1$, then

$$
\sum_{j=1}^{n} r\left(\beta_{j}\right) \rho_{j}=\frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} e^{-x^{2}} r(x) d x
$$

Proof. The existence and uniqueness of the solution $\rho_{1}, \ldots, \rho_{n}$ follows immediately from the fact that the determinant of the system of linear equations

$$
\begin{aligned}
& x_{1}+x_{2}+\cdots+\quad x_{n}=c_{0} \\
& \beta_{1} x_{1}+\beta_{2} x_{2}+\cdots+\beta_{n} x_{n}=c_{1} \\
& \beta_{1}^{2} x_{1}+\beta_{2}^{2} x_{2}+\cdots+\beta_{n}^{2} x_{n}=c_{2} \\
& \vdots \\
& \beta_{1}^{n-1} x_{1}+\beta_{2}^{n-1} x_{2}+\cdots+\beta_{n}^{n-1} x_{n}=c_{n-1}
\end{aligned}
$$

is the Vandermonde determinant

$$
\left|\begin{array}{cccc}
1 & 1 & \cdots & 1 \\
\beta_{1} & \beta_{2} & \cdots & \beta_{n} \\
\beta_{1}^{2} & \beta_{2}^{2} & \cdots & \beta_{n}^{2} \\
\vdots & & & \vdots \\
\beta_{1}^{n-1} & \beta_{2}^{n-1} & \cdots & \beta_{n}^{n-1}
\end{array}\right|=\prod_{1 \leq i<j \leq n}\left(\beta_{j}-\beta_{i}\right) \nsubseteq 0 .
$$

Let $r(x)=\sum_{k=0}^{n-1} a_{k} x^{k}$. Then

$$
\begin{aligned}
\sum_{j=1}^{n} r\left(\beta_{j}\right) \rho_{j} & =\sum_{j=1}^{n} \sum_{k=0}^{n-1} a_{k} \beta_{j}^{k} \rho_{j} \\
& =\sum_{k=0}^{n-1} a_{k} \sum_{j=1}^{n} \beta_{j}^{k} \rho_{j} \\
& =\sum_{k=0}^{n-1} a_{k} c_{k} \\
& =\frac{1}{\sqrt{\pi}} \sum_{k=0}^{n-1} a_{k} \int_{-\infty}^{\infty} e^{-x^{2}} x^{k} d x \\
& =\frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} e^{-x^{2}} r(x) d x
\end{aligned}
$$

This completes the proof.
Lemma 3.5 Let $n \geq 1$, let $\beta_{1}, \ldots, \beta_{n}$ be the $n$ distinct real roots of the Hermite polynomial $H_{n}(x)$, and let $\rho_{1}, \ldots, \rho_{n}$ be the solution of the system of linear equations (3.4). Let $f(x)$ be a polynomial of degree at most $2 n-1$. Then

$$
\sum_{j=1}^{n} f\left(\beta_{j}\right) \rho_{j}=\frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} e^{-x^{2}} f(x) d x
$$

Proof. By the division algorithm for polynomials, there exist polynomials $q(x)$ and $r(x)$ of degree at most $n-1$ such that

$$
f(x)=H_{n}(x) q(x)+r(x)
$$

Since $H_{n}\left(\beta_{j}\right)=0$ for $j=1, \ldots, n$, we have

$$
f\left(\beta_{j}\right)=H_{n}\left(\beta_{j}\right) q\left(\beta_{j}\right)+r\left(\beta_{j}\right)=r\left(\beta_{j}\right)
$$

and so, by Lemma 3.4 and Iemma 3.2,

$$
\sum_{j=1}^{n} f\left(\beta_{j}\right) \rho_{j}=\sum_{j=1}^{n} r\left(\beta_{j}\right) \rho_{j}
$$

$$
\begin{aligned}
& =\frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} e^{-x^{2}} r(x) d x \\
& =\frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} e^{-x^{2}} H_{n}(x) q(x) d x+\frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} e^{-x^{2}} r(x) d x \\
& =\frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} e^{-x^{2}} f(x) d x
\end{aligned}
$$

This completes the proof.
Lemma 3.6 Let $n \geq 1$, let $\beta_{1}, \ldots, \beta_{n}$ be the $n$ distinct real roots of the Hermite polynomial $H_{n}(x)$, and let $\rho_{1}, \ldots, \rho_{n}$ be the solution of the linear system (3.4). Then

$$
\rho_{i}>0 \quad \text { for } i=1, \ldots, n
$$

Proof. Since

$$
H_{n}(x)=\prod_{j=1}^{n}\left(x-\beta_{j}\right)
$$

it follows that, for $i=1, \ldots, n$,

$$
f_{i}(x)=\left(\frac{H_{n}(x)}{x-\beta_{i}}\right)^{2}=\prod_{\substack{j=1 \\ i \nless}}^{n}\left(x-\beta_{j}\right)^{2}
$$

is a monic polynomial of degree $2 n-2$ such that $f_{i}(x) \geq 0$ for all $x$. Therefore,

$$
\frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} e^{-x^{2}} f_{i}(x) d x>0
$$

Since $f_{i}\left(\beta_{i}\right)>0$ and $f_{i}\left(\beta_{j}\right)=0$ for $j \neq i$, we have, by Lemma 3.5,

$$
\begin{aligned}
f_{i}\left(\beta_{i}\right) \rho_{i} & =\sum_{j=1}^{n} f_{i}\left(\beta_{j}\right) \rho_{j} \\
& =\frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} e^{-x^{2}} f_{i}(x) d x \\
& >0
\end{aligned}
$$

This completes the proof.
Lemma 3.7 Let $n \geq 1$, and let $c_{0}, c_{1}, \ldots, c_{n-1}$ be the rational numbers defined by (3.3). There exist pairwise distinct rational numbers $\beta_{1}^{*}, \ldots, \beta_{n}^{*}$ and positive rational numbers $\rho_{1}^{*}, \ldots, \rho_{n}^{*}$ such that

$$
\sum_{j=1}^{n}\left(\beta_{j}^{*}\right)^{k} \rho_{j}^{*}=c_{k} \quad \text { for } k=0,1, \ldots, n-1
$$

Proof. By Lemma 3.4, for any set of $n$ pairwise distinct real numbers $\beta_{1}, \ldots, \beta_{n}$, the system of $n$ linear equations in $n$ unknowns

$$
\sum_{j=1}^{n} \beta_{j}^{k} x_{j}=c_{k} \quad \text { for } k=0,1, \ldots, n-1
$$

has a unique solution ( $\rho_{1}, \ldots, \rho_{n}$ ). Let $\mathcal{R}$ be the open subset of $\mathbf{R}^{n}$ consisting of all points ( $\beta_{1}, \ldots, \beta_{n}$ ) such that $\beta_{i} \neq \beta_{j}$ for $i \neq j$, and let $\Phi: \mathcal{R} \rightarrow \mathbf{R}^{n}$ be the function that sends $\left(\beta_{1}, \ldots, \beta_{n}\right)$ to ( $\rho_{1}, \ldots, \rho_{n}$ ). By Cramer's rule for solving linear equations, we can express each $\rho_{j}$ as a rational function of $\beta_{1}, \ldots, \beta_{n}$, and so the function

$$
\Phi\left(\beta_{1}, \ldots, \beta_{n}\right)=\left(\rho_{1}, \ldots, \rho_{n}\right)
$$

is continuous. Let $\mathbf{R}_{+}^{n}$ be the open subset of $\mathbf{R}^{n}$ consisting of all points ( $x_{1}, \ldots, x_{n}$ ) such that $x_{i}>0$ for $i=1, \ldots, n$. By Lemma 3.6, if $\beta_{1}, \ldots, \beta_{n}$ are the $n$ zeros of $H_{n}(x)$, then $\left(\beta_{1}, \ldots, \beta_{n}\right) \in \mathcal{R}$ and

$$
\Phi\left(\beta_{1}, \ldots, \beta_{n}\right)=\left(\rho_{1}, \ldots, \rho_{n}\right) \in \mathbf{R}_{+}^{n} .
$$

Since $\mathbf{R}_{+}^{n}$ is an open subset of $\mathbf{R}^{n}$, it follows that $\Phi^{-1}\left(\mathbf{R}_{+}^{n}\right)$ is an open neighborhood of $\left(\beta_{1}, \ldots, \beta_{n}\right)$ in $\mathcal{R}$. Since the points with rational coordinates are dense in $\mathcal{R}$, it follows that this neighborhood contains a rational point ( $\beta_{1}^{*}, \ldots, \beta_{n}^{*}$ ). Let

$$
\left(\rho_{1}^{*}, \ldots, \rho_{n}^{*}\right)=\Phi\left(\beta_{1}^{*}, \ldots, \beta_{n}^{*}\right) \in \mathbf{R}_{+}^{n} .
$$

Since each number $\rho_{i}^{*}$ can be expressed as a rational function with rational coefficients of the rational numbers $\beta_{1}^{*}, \ldots, \beta_{n}^{*}$, it follows that each of the positive numbers $\rho_{i}^{*}$ is rational. This completes the proof.

Lemma 3.8 Let $n \geq 1$, let $c_{0}, c_{1}, \ldots, c_{n-1}$ be the numbers defined by (3.3), let $\beta_{1}, \ldots, \beta_{n}$ be $n$ distinct real numbers, and let $\rho_{1}, \ldots, \rho_{n}$ be the solution of the linear system (3.4). For every positive integer $r$ and for $m=1,2, \ldots, n-1$.

$$
c_{m}\left(x_{1}^{2}+\cdots+x_{r}^{2}\right)^{m / 2}=\sum_{j_{i}=1}^{n} \cdots \sum_{j_{i=1}}^{n} \rho_{j_{1}} \cdots \rho_{j_{r}}\left(\beta_{j_{1}} x_{1}+\cdots+\beta_{j_{r}} x_{r}\right)^{m}
$$

is a polynomial identity.
Proof. The proof is an exercise in algebraic manipulation and the multinomial theorem. We have

$$
\begin{aligned}
& \sum_{j_{i}=1}^{n} \cdots \sum_{j_{i}=1}^{n} \rho_{j_{1}} \cdots \rho_{j,}\left(\beta_{j_{1}} x_{1}+\cdots+\beta_{j,} x_{r}\right)^{m} \\
& =\sum_{j_{i}=1}^{n} \cdots \sum_{j_{i}=1}^{n} \rho_{j_{1}} \cdots \rho_{j_{r}} \sum_{\mu_{1}, w_{\mu_{i}+0}+\cdots} \frac{m!}{\mu_{1}!\cdots \mu_{r}!}\left(\beta_{j_{1}} x_{1}\right)^{\mu_{1}} \cdots\left(\beta_{j, r} x_{r}\right)^{\mu_{r}}
\end{aligned}
$$

$$
\begin{aligned}
& =m!\sum_{j_{1}=1}^{n} \cdots \sum_{j_{r}=1}^{n} \sum_{\substack { \mu_{1},{c}{1+t+m \\
\mu_{1} \geq 0{ \mu _ { 1 } , \begin{subarray} { c } { 1 + t + m \\
\mu _ { 1 } \geq 0 } }\end{subarray}} \frac{x_{1}^{\mu_{1}}}{\mu_{1}!}\left(\beta_{j_{1}}^{\mu_{1}} \rho_{j_{1}}\right) \cdots \frac{x_{r}^{\mu_{1}}}{\mu_{r}!}\left(\beta_{j_{r}}^{\mu_{1}} \rho_{j,}\right) \\
& =m!\sum_{\mu_{1}, \substack{1, k_{r}-m \\
\mu_{2} \geq 0}} \sum_{j_{i}=1}^{n} \cdots \sum_{j_{r}=1}^{n} \prod_{i=1}^{r} \frac{x_{i}^{\mu_{i}}}{\mu_{i}!}\left(\beta_{j_{i}}^{\mu_{i}} \rho_{j_{i}}\right) \\
& =m!\sum_{\substack{\mu_{1}+\cdots, \mu_{1},-m \\
\mu_{1} \geq 0}} \prod_{i=1}^{r}\left(\frac{x_{i}^{\mu_{i}}}{\mu_{i}!} \sum_{j=1}^{n} \beta_{j}^{\mu_{i}} \rho_{j}\right) \\
& =m!\sum_{\substack{1+\cdots, \mu_{r}-m \\
\mu_{i} \geq 0}} \prod_{i=1}^{r} \frac{c_{\mu_{1}} x_{i}^{\mu_{1}}}{\mu_{i}!} .
\end{aligned}
$$

By Lemma 3.3, $c_{m}=0$ if $m$ is odd. If $m$ is odd and $\mu_{1}+\cdots+\mu_{r}=m$, then $\mu_{i}$ must be odd for some $i$, and so

$$
\sum_{j_{1}=1}^{n} \cdots \sum_{j_{i}-1}^{n} \rho_{j_{1}} \cdots \rho_{j_{r}}\left(\beta_{j_{1}} x_{1}+\cdots+\beta_{j,} x_{r}\right)^{m}=0
$$

This proves the lemma for odd $m$. If $m$ is even, then we need only consider partitions of $m$ into even parts $\mu_{i}=2 v_{i}$. Inserting the expressions for the numbers $c_{n}$ from (3.3), we obtain

$$
\begin{aligned}
& \sum_{j_{1}=1}^{n} \cdots \sum_{j_{r}-1}^{n} \rho_{j_{1}} \cdots \rho_{j_{r}}\left(\beta_{j_{1}} x_{1}+\cdots+\beta_{j_{r}} x_{r}\right)^{m} \\
& =m!\sum_{2 v_{1},+2 v_{i},-m} \prod_{i=1}^{r} \frac{c_{2 v_{i}} x_{i}^{2 v_{i}}}{\left(2 v_{i}\right)!} \\
& =m!\sum_{i_{i}+v_{\substack{2,-m i 2}}^{v_{i} \geq 0}} \prod_{i=1}^{r} \frac{\left(2 v_{i}\right)!}{2^{2 v_{i}} v_{i}!} \frac{x_{i}^{2 v_{i}}}{\left(2 v_{i}\right)!} \\
& =\frac{m!}{2^{m}} \sum_{\substack{1, \cdots, v_{r}-m / 2 \\
v_{i} \geq 0}} \prod_{i=1}^{r} \frac{x_{i}^{2 v_{i}}}{v_{i}!} \\
& =\frac{m!}{2^{m}(m / 2)!}(m / 2)!\sum_{\substack{v_{1} \\
v_{v},+, v-m / 2 \\
v_{i} \geq 0}} \prod_{i=1}^{r} \frac{\left(x_{i}^{2}\right)^{v_{i}}}{v_{i}!} \\
& =c_{m} \sum_{\substack{1, \cdots, v_{r}, m / 2 \\
v_{i} \geq 0}} \frac{(m / 2)!}{v_{1}!\cdots v_{r}!}\left(x_{1}^{2}\right)^{\nu_{1}} \cdots\left(x_{r}^{2}\right)^{\nu_{r}} \\
& =c_{m}\left(x_{1}^{2}+\cdots x_{r}^{2}\right)^{m / 2} \text {. }
\end{aligned}
$$

This proves the polynomial identity.

Theorem 3.4 (Hilbert's identity) For every $k \geq 1$ and $r \geq 1$ there exist an integer $M$ and positive rational numbers $a_{i}$ and integers $b_{i . j}$ for $i=1, \ldots, M$ and $j=1, \ldots, r$ such that

$$
\begin{equation*}
\left(x_{1}^{2}+\cdots+x_{r}^{2}\right)^{k}=\sum_{t=1}^{M} a_{i}\left(b_{i, 1} x_{1}+\cdots+b_{i, r} x_{r}\right)^{2 k} . \tag{3.5}
\end{equation*}
$$

Proof. Choose $n>2 k$, and let $\beta_{1}^{*}, \ldots, \beta_{n}^{*}, \rho_{1}^{*}, \ldots, \rho_{n}^{*}$ be the rational numbers constructed in Lemma 3.7. Then $\beta_{i}^{*}, \ldots, \beta_{n}^{*}$ are pairwise distinct and $\rho_{1}^{*}, \ldots, \rho_{n}^{*}$ are positive. We use these numbers in Lemma 3.8 with $m=2 k$ and obtain the polynomial identity

$$
c_{2 k}\left(x_{1}^{2}+\cdots+x_{r}^{2}\right)^{k}=\sum_{j_{1}=1}^{n} \cdots \sum_{j_{i}=1}^{n} \rho_{j_{1}}^{*} \cdots \rho_{j_{r}}^{*}\left(\beta_{j_{1}}^{*} x_{1}+\cdots+\beta_{j_{r}}^{*} x_{r}\right)^{2 k}
$$

Let $q$ be a common denominator of the $n$ fractions $\beta_{1}^{*}, \ldots, \beta_{n}^{*}$. Then $q \beta_{j}^{*}$ is an integer for all $j$, and

$$
\left(x_{1}^{2}+\cdots+x_{r}^{2}\right)^{k}=\sum_{j_{1}=1}^{n} \cdots \sum_{j_{r}=1}^{n} \frac{\rho_{j_{1}}^{*} \cdots \rho_{j_{r}}^{*}}{c_{2 k} q^{2 k}}\left(q \beta_{j_{1}}^{*} x_{1}+\cdots+q \beta_{j_{j}, x_{r}}^{*}\right)^{2 k}
$$

is a polynomial identity of Hilbert type. This completes the proof.
Lemma 3.9 Let $k \geq 1$. If there exist positive rational numbers $a_{1}, \ldots, a_{M}$ such that every sufficiently large integer $n$ can be written in the form

$$
\begin{equation*}
n=\sum_{i=1}^{M} a_{i} y_{i}^{k} \tag{3.6}
\end{equation*}
$$

where $x_{1}, \ldots, x_{M}$ are nonnegative integers, then Waring's problem is true for exponent $k$.

Proof. Choose $n_{0}$ such that every integer $n \geq n_{0}$ can be represented in the form (3.6). Let $q$ be the least common denominator of the fractions $a_{1}, \ldots, a_{M}$. Then $q a_{i} \in \mathbf{Z}$ for $i=1, \ldots, M$, and $q n$ is a sum of $\sum_{i=1}^{M} q a_{i}$ nonnegative $k$ th powers for every $n \geq n_{0}$. Since every integer $N \geq q n_{0}$ can be written in the form $N=q n+r$. where $n \geq n_{0}$ and $0 \leq r \leq q-1$, it follows that $N$ can be written as the sum of $\sum_{i=1}^{M} q a_{i}+q-1$ nonnegative $k$ th powers. Clearly, every nonnegative integer $N<q n_{0}$ can be written as the sum of a bounded number of $k$ th powers. and so Waring's problem holds for $k$. This completes the proof.

The following notation is due to Stridsberg: Let $\sum_{i=1}^{M} a_{i} x_{i}^{k}$ be a fixed diagonal form of degree $k$ with positive rational coefficients $a_{1}, \ldots, a_{M}$. We write $n=\sum(k)$ if there exist nonnegative integers $x_{1}, \ldots, x_{M}$ such that

$$
\begin{equation*}
n=\sum_{i=1}^{M} a_{i} x_{i}^{k} \tag{3.7}
\end{equation*}
$$

We let $\sum(k)$ denote any integer of the form (3.7). Then $\sum(k)+\sum(k)=\Sigma(k)$ and $\sum(2 k)=\sum(k)$. Lemma 3.9 can be restated as follows: lf $n=\sum(k)$ for every sufficiently large nonnegative integer $n$, then Waring's problem is true for exponent $k$.

Theorem 3.5 If Waring's problem holds for $k$, then Waring's problem holds for $2 k$.

Proof. We use Hilbert's identity (3.5) for $k$ with $r=4$ :

$$
\left(x_{1}^{2}+\cdots+x_{4}^{2}\right)^{k}=\sum_{i=1}^{M} a_{i}\left(b_{i, 1} x_{1}+\cdots+b_{i, 4} x_{4}\right)^{2 k} .
$$

Let $y$ be a nonnegative integer. By Lagrange's theorem, there exist nonnegative integers $x_{1}, x_{2}, x_{3}, x_{4}$ such that

$$
y=x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2},
$$

and so

$$
\begin{equation*}
y^{k}=\sum_{i=1}^{M} a_{i} z_{i}^{2 k} . \tag{3.8}
\end{equation*}
$$

where

$$
z_{i}=b_{i, 1} x_{1}+\cdots+b_{i, 4} x_{4}
$$

is a nonnegative integer. This means that

$$
y^{k}=\sum(2 k)
$$

for every nonnegative integer $y$. If Waring's problem is true for $k$, then every nonnegative integer is the sum of a bounded number of $k$ th powers, and so every nonnegative integer is the sum of a bounded number of numbers of the form $\sum(2 k)$. By Lemma 3.9, Waring's problem holds for exponent $2 k$. This completes the proof.

### 3.3 A proof by induction

We shall use Hilbert's identity to obtain Waring's problem for all exponents $k \geq 2$. The proof is by induction on $k$. The starting point is Lagrange's theorem that every nonnegative integer is the sum of four squares. This is the case where $k=2$. We shall prove that if $k>2$ and Waring's problem is true for every exponent less than $k$, then it is also true for $k$.

Lemma 3.10 Let $k \geq 2$ and $0 \leq \ell \leq k$. There exist positive integers $B_{0, \ell}, B_{1, \ell}$. $\ldots, B_{\ell-1, \ell}$ depending only on $k$ and $\ell$ such that

$$
x^{2 \ell} T^{k-\ell}+\sum_{i=0}^{\ell-1} B_{i, \ell} x^{2 i} T^{k-i}=\sum(2 k)
$$

for all integers $x$ and $T$ satisfying

$$
x^{2} \leq T
$$

Proof. We begin with Hilbert's identity for exponent $k+\ell$ with $r=5$ :

$$
\left(x_{1}^{2}+\cdots+x_{5}^{2}\right)^{k+\ell}=\sum_{i=1}^{M_{1}} a_{i}\left(b_{i .1} x_{1}+\cdots+b_{i .5} x_{5}\right)^{2 k+2 \ell}
$$

where the integers $M_{\varepsilon}$ and $b_{i, j}$ and the positive rational numbers $a_{i}$ depend only on $k$ and $\ell$. Let $U$ be a nonnegative integer. By Lagrange's theorem, we can write

$$
U=x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2}
$$

for nonnegative integers $x_{1}, x_{2}, x_{3}, x_{4}$. Let $x_{5}=x$. We obtain the polynomial identity

$$
\begin{equation*}
\left(x^{2}+U\right)^{k+\ell}=\sum_{i=1}^{M_{1}} a_{i}\left(b_{i} x+c_{i}\right)^{2 k+2 \ell} \tag{3.9}
\end{equation*}
$$

where the numbers $M_{\ell}, a_{i}$, and $b_{i}=b_{i .5}$ depend only on $k$ and $\ell$, and the integers $c_{i}=b_{i, 1} x_{1}+\cdots+b_{i, 4} x_{4}$ depend on $k, \ell$, and $U$. Note that $2 \ell \leq k+\ell$ since $\ell \leq k$. Differentiating the polynomial on the left side of (3.9) $2 \ell$ times, we obtain (see Exercise 6)

$$
\frac{d^{2 \ell}}{d x^{2 \ell}}\left(\left(x^{2}+U\right)^{k+\ell}\right)=\sum_{i=0}^{\ell} A_{i, \ell} x^{2 i}\left(x^{2}+U\right)^{k-i}
$$

where the $A_{i, \ell}$ are positive integers that depend only on $k$ and $\ell$. Differentiating the polynomial on the right side of (3.9) $2 \ell$ times, we obtain

$$
\begin{aligned}
& \frac{d^{2 \ell}}{d x^{2 \ell}}\left(\sum_{i=1}^{M_{l}} a_{i}\left(b_{i} x+c_{i}\right)^{2 k+2 \ell}\right) \\
& =\sum_{i=1}^{M_{l}}(2 k+1)(2 k+2) \cdots(2 k+2 \ell) b_{i}^{2 \ell} a_{i}\left(b_{i} x+c_{i}\right)^{2 k} \\
& =\sum_{i=1}^{M_{l}} a_{i}^{\prime}\left(b_{i} x+c_{i}\right)^{2 k} \\
& =\sum_{i=1}^{M_{l}} a_{i}^{\prime} y_{i}^{2 k}
\end{aligned}
$$

where $y_{i}=\left|b_{i} x+c_{i}\right|$ is a nonnegative integer and

$$
a_{i}^{\prime}=(2 k+1)(2 k+2) \cdots(2 k+2 \ell) b_{i}^{2 \ell} a_{i}
$$

is a nonnegative rational number depending only on $k$ and $\ell$. It follows that, if $x$ and $U$ are integers and $U \geq 0$, then there exist nonnegative integers $y_{1}, \ldots, y_{M}$ such that

$$
\sum_{i=0}^{\ell} A_{i, \ell} x^{2 i}\left(x^{2}+U\right)^{k-i}=\sum_{i=1}^{M_{C}} a_{i}^{\prime} y_{i}^{2 k}
$$

Let $x$ and $T$ be nonnegative integers such that $x^{2} \leq T$. Since $A_{\ell, \ell}$ is a positive integer, it follows that $x^{2} \leq A_{\ell . \ell} T$, and so

$$
U=A_{\ell . \ell} T-x^{2}
$$

is a nonnegative integer. With this choice of $U$, we have

$$
\begin{aligned}
\sum_{i=0}^{\ell} A_{i, \ell} x^{2 i}\left(x^{2}+U\right)^{k-i} & =\sum_{i=0}^{\ell} A_{i, \ell} x^{2 i}\left(A_{\ell, \ell} T\right)^{k-i} \\
& =\sum_{i=0}^{\ell} A_{i, \ell} A_{\ell, \ell}^{k-i} x^{2 i} T^{k-i} \\
& =A_{\ell, \ell}^{k-\ell+1} \sum_{i=0}^{\ell} A_{i, \ell} A_{\ell, \ell}^{\ell-i-1} x^{2 i} T^{k-i} \\
& =A_{\ell, \ell}^{k-\ell+1} \sum_{i=0}^{\ell} B_{i, \ell} x^{2 i} T^{k-i}
\end{aligned}
$$

where $B_{\ell, \ell}=1$ and

$$
B_{i, \ell}=A_{i, \ell} A_{\ell, \ell}^{\ell-i-1}
$$

is a positive integer for $i=0, \ldots, \ell-1$. Let

$$
a_{i}^{\prime}=\frac{a_{i}^{\prime}}{A_{\ell, \ell}^{k-\ell+1}} .
$$

Then

$$
x^{2 \ell} T^{k-\ell}+\sum_{i=0}^{\ell-1} B_{\ell, \ell} x^{2 i} T^{k-i}=\sum_{i=1}^{M_{l}} a_{i}^{\prime} y_{i}^{2 k}=\sum(2 k)
$$

This completes the proof.
Theorem 3.6 (Hilbert-Waring) The set of nonnegative $k$ th powers is a basis of finite order for every positive integer $k$.

Proof. This is by induction on $k$. The case $k=1$ is clear, and the case $k=2$ is Theorem 1.1 (Lagrange's theorem). Let $k \geq 3$, and suppose that the set of $\ell$ th powers is a basis of finite order for every $\ell<k$. By Theorem 3.5, the set of (2 $)$-th powers is a basis of finite order for $\ell=1,2, \ldots, k-1$. Therefore, there exists an integer $r$ such that, for every nonnegative integer $n$ and for $\ell=1, \ldots, k-1$, the equation

$$
n=x_{1}^{2 l}+\cdots+x_{r}^{2 l}
$$

is solvable in nonnegative integers $x_{1, \ell}, \ldots, x_{r, \ell}$. (For example, we could let $r=$ $\max \{g(2 \ell): \ell=1,2, \ldots, k-1\}$.)

Let $T \geq 2$. Choose integers $C_{1}, \ldots, C_{k-1}$ such that

$$
0 \leq C_{\ell}<T \quad \text { for } \ell=1, \ldots, k-1
$$

There exist nonnegative integers $x_{j, \ell}$ for $j=1, \ldots, r$ and $\ell=1, \ldots, k-1$ such that

$$
\begin{equation*}
x_{1}^{2 \ell}+\cdots+x_{r}^{2 \ell}=C_{k-\ell} . \tag{3.10}
\end{equation*}
$$

Then

$$
x_{j . \ell}^{2} \leq \sum_{j=1}^{r} x_{j . \ell}^{2 i} \leq C_{k-\ell}<T
$$

for $j=1, \ldots, r, \ell=1, \ldots, k-1$, and $i=1, \ldots, \ell$. By Lemma 3.10, there exist positive integers $B_{i, \ell}$ depending only on $k$ and $\ell$ such that

$$
\begin{equation*}
x_{j, \ell}^{2 \ell} T^{k-\ell}+\sum_{i=0}^{\ell-1} B_{i, \ell} x_{j, \ell}^{2 i} T^{k-i}=\sum(2 k)=\sum(k) \tag{3.11}
\end{equation*}
$$

Summing (3.11) for $j=1, \ldots, r$ and using (3.10), we obtain

$$
\begin{aligned}
& C_{k-\ell} T^{k-\ell}+\sum_{i=0}^{\ell-1} B_{i, \ell} T^{k-\ell} \sum_{j=1}^{r} x_{j . \ell}^{2 i} \\
& =C_{k-\ell} T^{k-\ell}+T^{k-\ell+1} \sum_{i=0}^{\ell-1} B_{i, \ell} T^{\ell-1-i} \sum_{j=1}^{r} x_{j . \ell}^{2 i} \\
& =C_{k-\ell} T^{k-\ell}+D_{k-\ell+1} T^{k-\ell+1} \\
& =\sum(k)
\end{aligned}
$$

where

$$
D_{k-\ell+1}=\sum_{i=0}^{\ell-1} B_{i, \ell} T^{\ell-1-i} \sum_{j=1}^{r} x_{j . \ell}^{2 i}
$$

for $\ell=1, \ldots, k-1$. The integer $D_{k-\ell+1}$ is completely determined by $k, \ell, T$, and $C_{k-\ell}$ and is independent of $C_{k-i}$ for $i \nLeftarrow \ell$. Let

$$
B^{*}=\max \left\{B_{i, \ell}: \ell=1, \ldots, k-1 \text { and } i=0,1, \ldots, \ell-1\right\} .
$$

Then

$$
\begin{aligned}
0 & \leq C_{k-\ell} T^{k-\ell}+D_{k-\ell+1} T^{k-\ell+1} \\
& =C_{k-\ell} T^{k-\ell}+\sum_{i=0}^{\ell-1} B_{i, \ell} T^{k-i} \sum_{j=1}^{r} x_{j . \ell}^{2 i} \\
& <B^{*}\left(T^{k-\ell+1}+r T^{k}+\sum_{i=1}^{\ell-1} T^{k-i+1}\right) \\
& =B^{*}\left(r T^{k}+T^{k-\ell+1} \sum_{i=0}^{\ell-1} T^{i}\right) \\
& <B^{*}\left(r T^{k}+\frac{T^{k+1}}{T-1}\right) \\
& \leq(r+2) B^{*} T^{k},
\end{aligned}
$$

since $T /(T-1) \leq 2$ for $T \geq 2$. Let

$$
C_{k}=D_{1}=0
$$

Then

$$
\sum_{\ell=1}^{k-1}\left(C_{k-\ell} T^{k-\ell}+D_{k-\ell+1} T^{k-\ell+1}\right)=\sum_{\ell=1}^{k}\left(C_{\ell}+D_{\ell}\right) T^{\ell}=\sum(k)
$$

and

$$
0 \leq \sum_{\ell=1}^{k}\left(C_{\ell}+D_{\ell}\right) T^{\ell}<(k-1)(r+2) B^{*} T^{k}=E^{*} T^{k},
$$

where the integer

$$
E^{*}=(k-1)(r+2) B^{*}
$$

is determined by $k$ and is independent of $T$. If we choose

$$
T \geq E^{*}
$$

then

$$
0 \leq \sum_{\ell=1}^{k}\left(C_{\ell}+D_{\ell}\right) T^{\ell}<E^{*} T^{k}<T^{k+1}
$$

and so the expansion of $\sum_{\ell=1}^{k}\left(C_{\ell}+D_{\ell}\right) T^{\ell}$ to base $T$ is of the form

$$
\begin{equation*}
\sum_{\ell=1}^{k}\left(C_{\ell}+D_{\ell}\right) T^{\ell}=E_{1} T+\cdots+E_{k-1} T^{k-1}+E_{k} T^{k} \tag{3.12}
\end{equation*}
$$

where

$$
0 \leq E_{i}<T \quad \text { for } i=1, \ldots, k-1
$$

and

$$
0 \leq E_{k}<E^{*}
$$

In this way, every choice of a $(k-1)$-tuple $\left(C_{1}, \ldots, C_{k-1}\right)$ of integers in $\{0$, $1, \ldots, T-1\}$ determines another $(k-1)$-tuple $\left(E_{1}, \ldots, E_{k-1}\right)$ of integers in $\{0,1, \ldots, T-1\}$. We shall prove that this map of $(k-1)$-tuples is bijective.

It suffices to prove it is surjective. Let $\left(E_{1}, \ldots, E_{k-1}\right)$ be a $(k-1)$-tuple of integers in $\{0,1, \ldots, T-1\}$. There is a simple algorithm that generates integers $C_{1}, C_{2}, \ldots, C_{k-1} \in\{0,1, \ldots, T-1\}$ such that (3.12) is satisfied for some nonnegative integer $E_{k}<E^{*}$. Let $C_{1}=E_{1}$ and $I_{2}=0$. Since $D_{1}=0$, we have

$$
\left(C_{1}+D_{1}\right) T=E_{1} T+I_{2} T^{2}
$$

The integer $C_{1}$ determines the integer $D_{2}$. Choose $C_{2} \in\{0,1, \ldots, T-1\}$ such that

$$
C_{2}+D_{2}+I_{2} \equiv E_{2} \quad(\bmod T)
$$

Then

$$
C_{2}+D_{2}+I_{2}=E_{2}+I_{3} T
$$

for some integer $I_{3}$, and

$$
\sum_{\ell=1}^{2}\left(C_{\ell}+D_{\ell}\right) T^{\ell}=\sum_{l=1}^{2} E_{l} T^{\ell}+I_{3} T^{3}
$$

The integer $C_{2}$ determines $D_{3}$. Choose $C_{3} \in\{0,1, \ldots, T-1\}$ such that

$$
C_{3}+D_{3}+I_{3} \equiv E_{3} \quad(\bmod T)
$$

Then

$$
C_{3}+D_{3}+I_{3}=E_{3}+I_{4} T
$$

for some integer $I_{4}$, and

$$
\sum_{\ell=1}^{3}\left(C_{\ell}+D_{\ell}\right) T^{\ell}=\sum_{\ell=1}^{3} E_{\ell} T^{\ell}+I_{4} T^{4}
$$

Let $2 \leq j \leq k-1$, and suppose that we have constructed integers $I_{j}$ and

$$
C_{1}, \ldots, C_{j-1} \in\{0,1, \ldots, T-1\}
$$

such that

$$
\sum_{\ell=1}^{j-1}\left(C_{\ell}+D_{\ell}\right) T^{\ell}=\sum_{\ell=1}^{j-1} E_{\ell} T^{\ell}+I_{j} T^{j}
$$

There exists a unique integer $C_{j} \in\{0,1, \ldots, T-1\}$ such that

$$
C_{j}+D_{j}+I_{j} \equiv E_{j} \quad(\bmod T)
$$

Then

$$
C_{j}+D_{j}+I_{j}=E_{j}+I_{j+1} T
$$

for some integer $I_{j+1}$, and

$$
\sum_{\ell=1}^{j}\left(C_{\ell}+D_{\ell}\right) T^{\ell}=\sum_{\ell=1}^{j} E_{\ell} T^{\ell}+I_{j+1} T^{j+1}
$$

It follows by induction that this procedure generates a unique sequence of integers $C_{1}, C_{2}, \ldots, C_{k-1} \in\{0,1, \ldots, T-1\}$ such that

$$
\sum_{\ell=1}^{k-1}\left(C_{i}+D_{\ell}\right) T^{\ell}=\sum_{\ell=1}^{k-1} E_{\ell} T^{\ell}+I_{k} T^{k}
$$

Since $C_{k}=0$ and $C_{k-1}$ determines $D_{k}$, we have

$$
0 \leq \sum_{\ell=1}^{k}\left(C_{\ell}+D_{\ell}\right) T^{\ell}=\sum_{\ell=1}^{k-1} E_{\ell} T^{\ell}+\left(D_{k}+I_{k}\right) T^{k}=\sum_{\ell=1}^{k} E_{\ell} T^{\ell}<E^{*} T^{k}
$$

where $D_{k}+I_{k}=E_{k}$. Since

$$
0 \leq \sum_{\ell=1}^{k-1} E_{\ell} T^{\ell}<T^{k}
$$

it follows that

$$
0 \leq E_{k}<E^{*}
$$

and

$$
\begin{equation*}
\sum_{\ell=1}^{k-1} E_{\ell} T^{\ell}+E^{*} T^{k}<\left(1+E^{*}\right) T^{k} \leq 2 E^{*} T^{k} \tag{3.13}
\end{equation*}
$$

Recall that

$$
\sum_{\ell=1}^{k} E_{\ell} T^{\ell}=\sum_{\ell=1}^{k}\left(C_{\ell}+D_{\ell}\right) T^{\ell}=\sum(k)
$$

Since $E^{*}$ depends only on $k$ and not on $T$, it follows that

$$
\left(E^{*}-E_{k}\right) T^{k}=\sum(k),
$$

and so

$$
\begin{equation*}
\sum_{\ell=1}^{k-1} E_{\ell} T^{\ell}+E^{*} T^{k}=\sum(k) \tag{3.14}
\end{equation*}
$$

for every $(k-1)$-tuple $\left(E_{1}, \ldots, E_{k-1}\right)$ of integers $E_{\ell} \in\{0,1, \ldots, T-1\}$. Choose the integer $T_{0}>5 E^{*}$ so that

$$
4(T+1)^{k} \leq 5 T^{k} \quad \text { for all } T \geq T_{0}
$$

We shall prove that if $T \geq T_{0}$ and if $\left(F_{0}, F_{1}, \ldots, F_{k-1}\right)$ is any $k$-tuple of integers in $\{0,1, \ldots, T-1\}$, then

$$
F_{0}+F_{1} T+\cdots+F_{k-1} T^{k-1}+4 E^{*} T^{k}=\sum(k)
$$

We use the following trick. Let $E_{0}^{\prime} \in\{0,1, \ldots, T-1\}$. Applying (3.13) with $T+1$ in place of $T$, we obtain

$$
\begin{align*}
E_{0}^{\prime}(T+1)+E^{*}(T+1)^{k} & <(T+1)^{2}+E^{*}(T+1)^{k} \\
& \leq\left(1+E^{*}\right)(T+1)^{k} \\
& \leq 2 E^{*}(T+1)^{k} . \tag{3.15}
\end{align*}
$$

Applying (3.14) with $T+1$ in place of $T$, we obtain

$$
\begin{equation*}
E_{0}^{\prime}(T+1)+E^{*}(T+1)^{k}=\sum(k) \tag{3.16}
\end{equation*}
$$

Adding equations (3.14) and (3.16), we see that for every choice of $k$ integers

$$
E_{0}^{\prime}, E_{1}, \ldots, E_{k-1} \in\{0,1, \ldots, T-1\}
$$

we have

$$
\begin{aligned}
F^{*} & =\left(E_{1} T+\cdots+E_{k-1} T^{k-1}+E^{*} T^{k}\right)+\left(E_{0}^{\prime}(T+1)+E^{*}(T+1)^{k}\right) \\
& =\left(E_{0}^{\prime}+E^{*}\right)+\left(E_{1}+E_{0}^{\prime}+k E^{*}\right) T+\sum_{\ell=2}^{k-1}\left(E_{\ell}+\binom{k}{\ell} E^{*}\right) T^{\ell}+2 E^{*} T^{k} \\
& =\sum(k)
\end{aligned}
$$

Moreover, it follows from (3.13) and (3.15) that

$$
0 \leq F^{*}<4 E^{*}(T+1)^{k} \leq 5 E^{*} T^{k}<T^{k+1}
$$

since $4(T+1)^{k} \leq 5 T^{k}$ and $T \geq T_{0}>5 E^{*}$. Given any $k$ integers

$$
F_{0}, F_{1}, \ldots, F_{k-1} \in\{0,1, \ldots, T-1\}
$$

we can again apply our algorithm (see Exercise 7) to obtain integers $F_{k}$ and

$$
E_{0}^{\prime}, E_{1}, E_{2}, \ldots, E_{k-1} \in\{0,1, \ldots, T-1\}
$$

such that

$$
\begin{aligned}
& F_{0}+F_{1} T+\cdots+F_{k-1} T^{k-1}+F_{k} T^{k} \\
& =E_{1} T+\cdots+E_{k-1} T^{k-1}+E^{*} T^{k}+E_{0}^{\prime}(T+1)+E^{*}(T+1)^{k} \\
& =\sum(k)
\end{aligned}
$$

where $F_{k}$ is an integer that satisfies

$$
0 \leq F_{k}<5 E^{*}
$$

After the addition of $\left(5 E^{*}-F_{k}\right) T^{k}=\sum(k)$, we obtain

$$
F_{0}+F_{1} T+\cdots+F_{k-1} T^{k-1}+5 E^{*} T^{k}=\sum(k)
$$

for all $T \geq T_{0}$ and for all choices of $F_{0}, F_{1}, \ldots, F_{k-1} \in\{0,1, \ldots, T-1\}$. This proves that $n=\sum(k)$ if $T \geq T_{0}$ and

$$
5 E^{*} T^{k} \leq n<\left(5 E^{*}+1\right) T^{k}
$$

There exists an integer $T_{1} \geq T_{0}$ such that

$$
5 E^{*}(T+1)^{k}<\left(5 E^{*}+1\right) T^{k} \quad \text { for all } T \geq T_{1}
$$

Then $n=\sum(k)$ if $T \geq T_{1}$ and

$$
\begin{equation*}
5 E^{*} T^{k} \leq n<5 E^{*}(T+1)^{k} \tag{3.17}
\end{equation*}
$$

Since every integer $n \geq 5 E^{*} T_{1}^{k}$ satisfies inequality (3.17) for some $T \geq T_{1}$, we have

$$
n=\sum(k) \quad \text { for all } n \geq 5 E^{*} T_{1}^{k}
$$

It follows from Lemma 3.9 that Waring's problem holds for exponent $k$. This completes the proof of the Hilbert-Waring theorem.

### 3.4 Notes

The polynomial identities in Theorems 3.1, 3.2, and 3.3 are due to Liouville $[79$. pages 112-115], Fleck [40], and Hurwitz [65], respectively. Hurwitz's observations [65] on polynomial identities appeared in 1908.

Hilbert [56] published his proof of Waring's problem in 1909 in a paper dedicated to the memory of Minkowski. The original proof was quickly simplified by several authors. The proof of Hilbert's identity given in this book is due to Hausdorff [52], and the inductive argument that allows us to go from exponent $k$ to exponent $k+1$ is due to Stridsberg [120]. Oppenheim [94] contains an excellent account of the Hausdorff-Stridsberg proof of Hilbert's theorem. Schmidt [105] introduced a convexity argument to prove Hilbert's identity. This is the argument that Ellison [28] uses in his excellent survey paper on Waring's problem. Dress [25] gives a different proof of the Hilbert-Waring theorem that involves a clever application of the easier Waring's problem to avoid induction on the exponent $k$. Rieger [102] used Hilbert's method to obtain explicit estimates for $g(k)$.

### 3.5 Exercises

1. (Euler) Let [ $x$ ] denote the integer part of $x$, and let

$$
q=\left[\left(\frac{3}{2}\right)^{k}\right]
$$

Prove that

$$
g(k) \geq 2^{k}+q-2
$$

Hint: Consider the number $N=q 2^{k}-1$.
2. Verify the polynomial identity in Theorem 3.2, and obtain an explicit upper bound for $g(6)$.
3. Verify the polynomial identity in Theorem 3.3, and obtain an explicit upper bound for $g(8)$.
4. (Schur) Verify the polynomial identity

$$
\begin{aligned}
& 22,680\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2}\right)^{5} \\
& =9 \sum\left(2 x_{i}\right)^{10}+180 \sum\left(x_{i} \pm x_{j}\right)^{10}+\sum\left(2 x_{i} \pm x_{j} \pm x_{k}\right)^{10} \\
& \quad+9 \sum\left(x_{1} \pm x_{2} \pm x_{3} \pm x_{4}\right)^{10} .
\end{aligned}
$$

5. Show that every integer of the form $22,680 a^{5}$ is the sum of 2316 nonnegative integral 10th powers.
6. Let $k, \ell$, and $U$ be integers such that $0 \leq \ell \leq k$. Let

$$
f(x)=\left(x^{2}+U\right)^{k+\ell}
$$

Show that there exist positive integers $A_{0}, A_{1}, \ldots, A_{\ell}$ depending only on $k$ and $\ell$ such that

$$
\frac{d^{2 \ell} f}{d x^{2 \ell}}=\sum_{i=0}^{\ell} A_{i} x^{2 i}\left(x^{2}+U\right)^{k-i}
$$

7. Let $k \geq 1, T \geq 2$, and $D_{i}, E_{i}$ be integers for $i=0,1, \ldots, k-1$. Prove that there exist unique integers $C_{0}, \ldots, C_{k-1}$ and $I_{k}$ such that

$$
0 \leq C_{i}<T \quad \text { for } i=0,1, \ldots, k-1
$$

and

$$
\sum_{\ell=0}^{k-1}\left(C_{\ell}+D_{\ell}\right) T^{\ell}=\sum_{\ell=0}^{k-1} E_{\ell} T^{\ell}+I_{k} T^{k}
$$

8. This is an exercise in notation: Prove that $\sum(2 k)=\sum(k)$ but $\sum(k) \neq \sum(2 k)$.

## 4 Weyl's inequality

The analytic method of Hardy and Littlewood (sometimes called the 'circle method') was developed for the treatment of additive problems in the theory of numbers. These are problems which concern the representation of a large number as a sum of numbers of some specified type. The number of summands may be either fixed or unrestricted; in the latter case we speak of partition problems. The most famous additive problem is Waring's Problem, where the specified numbers are $k$ th powers . ... The most important single tool for the investigation of Waring's Problem, and indeed many other problems in the analytic theory of numbers, is Weyl's inequality.
H. Davenport [18]

### 4.1 Tools

The purpose of this chapter is to develop some analytical tools that will be needed to prove the Hardy-Littlewood asymptotic formula for Waring's problem and other results in additive number theory. The most important of these tools are two inequalities for exponential sums, Weyl's inequality and Hua's lemma. We shall also introduce partial summation, infinite products, and Euler products.

We begin with the following simple result about approximating real numbers by rationals with small denominators. Recall that $[x]$ denotes the integer part of the real number $x$ and that $\{x\}$ denotes the fractional part of $x$.

Theorem 4.1 (Dirichlet) Let $\alpha$ and $Q$ be real numbers, $Q \geq 1$. There exist integers $a$ and $q$ such that

$$
1 \leq q \leq Q, \quad(a, q)=1
$$

and

$$
\left|\alpha-\frac{a}{q}\right|<\frac{1}{q Q} .
$$

Proof. Let $N=[Q]$. Suppose that $\{q \alpha\} \in[0,1 /(N+1))$ for some positive integer $q \leq N$. If $a=[q \alpha]$, then

$$
0 \leq\{q \alpha\}=q \alpha-[q \alpha]=q \alpha-a<\frac{1}{N+1}
$$

and so

$$
\left|\alpha-\frac{a}{q}\right|<\frac{1}{q(N+1)}<\frac{1}{q Q} \leq \frac{1}{q^{2}} .
$$

Similarly, if $\{q \alpha\} \in[N /(N+1), 1)$ for some positive integer $q \leq N$ and if $a=[q \alpha]+1$, then

$$
\frac{N}{N+1} \leq\{q \alpha\}=q \alpha-a+1<1
$$

implies that

$$
|q \alpha-a| \leq \frac{1}{N+1}
$$

and so

$$
\left|\alpha-\frac{a}{q}\right| \leq \frac{1}{q(N+1)}<\frac{1}{q Q} \leq \frac{1}{q^{2}} .
$$

If

$$
(q \alpha) \in\left[\frac{1}{N+1}, \frac{N}{N+1}\right)
$$

for all $q=1, \ldots, N$, then each of the $N$ real numbers $\{q \alpha\}$ lies in one of the $N-1$ intervals

$$
\left[\frac{i}{N+1}, \frac{i+1}{N+1}\right) \quad \text { for } i=1, \ldots N-1
$$

By Dirichlet's box principle, there exist integers $i \in[1, N-1]$ and $q_{1}, q_{2} \in[1, N]$ such that

$$
1 \leq q_{1}<q_{2} \leq N
$$

and

$$
\left\{q_{1} \alpha\right\},\left\{q_{2} \alpha\right\} \in\left[\frac{i}{N+1}, \frac{i+1}{N+1}\right) .
$$

Let

$$
q=q_{2}-q_{1} \in[1, N-1]
$$

and

$$
a=\left[q_{2} \alpha\right]-\left[q_{1} \alpha\right]
$$

Then

$$
|q \alpha-a|=\left|\left(q_{2} \alpha-\left[q_{2} \alpha\right]\right)-\left(q_{1} \alpha-\left[q_{1} \alpha\right]\right)\right|=\left|\left\{q_{2} \alpha\right\}-\left\{q_{1} \alpha\right\}\right|<\frac{1}{N+1}<\frac{1}{Q} .
$$

This completes the proof.

### 4.2 Difference operators

The forward difference operator $\Delta_{d}$ is the linear operator defined on functions $f$ by the formula

$$
\Delta_{d}(f)(x)=f(x+d)-f(x)
$$

For $\ell \geq 2$, we define the iterated difference operator $\Delta_{d_{t}, d_{t-1} \ldots . d_{1}}$ by

$$
\Delta_{d_{\ell}, d_{l-1} \ldots . . d_{1}}=\Delta_{d_{\ell}} \circ \Delta_{d_{\ell-1} \ldots . d_{1}}=\Delta_{d_{\ell}} \circ \Delta_{d_{l-1}} \circ \cdots \circ \Delta_{d_{1}}
$$

For example,

$$
\begin{aligned}
\Delta_{d_{2} \cdot d_{1}}(f)(x) & =\Delta_{d_{2}}\left(\Delta_{d_{1}}(f)\right)(x) \\
& =\left(\Delta_{d_{1}}(f)\right)\left(x+d_{2}\right)-\left(\Delta_{d_{1}}(f)\right)(x) \\
& =f\left(x+d_{2}+d_{1}\right)-f\left(x+d_{2}\right)-f\left(x+d_{1}\right)+f(x)
\end{aligned}
$$

and

$$
\begin{aligned}
\Delta_{d_{3}, d_{2}, d_{1}}(f)(x)= & f\left(x+d_{3}+d_{2}+d_{1}\right)-f\left(x+d_{3}+d_{2}\right) \\
& -f\left(x+d_{3}+d_{1}\right)-f\left(x+d_{2}+d_{1}\right) \\
& +f\left(x+d_{3}\right)+f\left(x+d_{2}\right)+f\left(x+d_{1}\right)-f(x) .
\end{aligned}
$$

We let $\Delta^{(\ell)}$ be the iterated difference operator $\Delta_{1 \ldots . .1}$ with $d_{i}=1$ for $i=1, \ldots, \ell$. Then

$$
\Delta^{(2)}(f)(x)=f(x+2)-2 f(x+1)+f(x)
$$

and

$$
\Delta^{(3)}(f)(x)=f(x+3)-3 f(x+2)+3 f(x+1)-f(x)
$$

## Lemma 4.1 Let $\ell \geq 1$. Then

$$
\Delta^{(\ell)}(f)(x)=\sum_{j=0}^{\ell}(-1)^{\ell-j}\binom{\ell}{j} f(x+j)
$$

Proof. This is by induction on $\ell$. If the lemma holds for $\ell$, then

$$
\begin{aligned}
& \Delta^{(l+1)}(f)(x) \\
& =\Delta\left(\Delta^{(\ell)}(f)\right)(x)
\end{aligned}
$$

$$
\begin{aligned}
& =\Delta\left(\sum_{j=0}^{\ell}(-1)^{\ell-j}\binom{\ell}{j} f(x+j)\right) \\
& =\sum_{j=0}^{\ell}(-1)^{\ell-j}\binom{\ell}{j} \Delta(f)(x+j) \\
& =\sum_{j=0}^{\ell}(-1)^{\ell-j}\binom{\ell}{j} f(x+j+1)+\sum_{j=0}^{\ell}(-1)^{\ell+1-j}\binom{\ell}{j} f(x+j) \\
& =\sum_{j=1}^{\ell+1}(-1)^{\ell+1-j}\binom{\ell}{j-1} f(x+j)+\sum_{j=0}^{\ell}(-1)^{\ell+1-j}\binom{\ell}{j} f(x+j) \\
& =f(x+\ell+1)+\sum_{j=1}^{\ell}(-1)^{\ell+1-j}\left(\binom{\ell}{j-1}+\binom{\ell}{j}\right) f(x+j)+(-1)^{\ell+1} f(x) .
\end{aligned}
$$

This completes the proof.
We shall compute the polynomial obtained by applying an iterated difference operator to the power function $f(x)=x^{k}$.

Lemma 4.2 Let $k \geq 1$ and $1 \leq \ell \leq k$. Let $\Delta_{d_{1}, \ldots . d_{1}}$ be an iterated difference operator. Then

$$
\begin{align*}
\Delta_{d_{1} \ldots, d_{1}}\left(x^{k}\right) & =\sum_{\substack{1,1,+l_{1}, \rightarrow-\infty \\
i \geq 0, c_{1}}} \frac{k!}{j!j_{1}!\cdots j_{\ell}!} d_{1}^{j_{1}} \cdots d_{l}^{j_{\ell}} x^{j}  \tag{4.1}\\
& =d_{1} \cdots d_{\ell} p_{k-\ell}(x)
\end{align*}
$$

where $p_{k-\ell}(x)$ is a polynomial of degree $k-\ell$ and leading cocfficicm $k(k-$ $1) \cdots(k-\ell+1)$. If $d_{1}, \ldots, d_{l}$ are integers, then $p_{k-\ell}(x)$ is a polnomial with integer coefficients.

Proof. This is by induction on $\ell$. For $\ell=1$, we have

$$
\begin{aligned}
\Delta_{d_{1}}\left(x^{k}\right) & =\left(x+d_{1}\right)^{k}-x^{k} \\
& =\sum_{j=0}^{k-1}\binom{k}{j} d_{1}{ }^{k-j} x^{j} \\
& =\sum_{\substack{1,1,-1 \\
j, 0,1,1}} \frac{k!}{j!j_{1}!} d_{1}^{j_{1}} x^{j} .
\end{aligned}
$$

Let $1 \leq \ell \leq k-1$, and assume that formula (4.1) holds for $\ell$. Then

$$
\begin{aligned}
& \Delta_{d_{r}, \ldots, d_{1}, \ldots, d_{1}}\left(x^{k}\right) \\
& =\Delta_{d_{t, 1}}\left(\Delta_{d_{1} \ldots, d_{1}}\left(x^{k}\right)\right)
\end{aligned}
$$

$$
=\sum_{\substack{1_{1}+\cdots+j_{l} \cdot m-1 \\ m .11 \cdots \ell \geq 1}} \frac{k!}{m!j_{1}!\cdots j_{\ell}!} d_{1}^{j_{1}} \cdots d_{l}^{j_{\ell}} \sum_{\substack{j \in, j+m \\ j \geq 0 . j_{\ell+1} \geq 1}} \frac{m!}{j!j_{\ell+1}!} d_{\ell+1}^{j_{\ell+1}} x^{j}
$$

Since the multinomial coefficients $k!/ j!j_{1}!\cdots j_{\ell}$ ! are integers, it follows that if $d_{1}, \ldots, d_{\ell}$ are integers, then the polynomial $p_{k-\ell}(x)$ has integer coefficients. This completes the proof.

Lemma 4.3 Let $k \geq 2$. Then

$$
\Delta_{d_{k-1} \ldots . d_{1}}\left(x^{k}\right)=d_{1} \ldots d_{k-1} k!\left(x+\frac{d_{1}+\cdots+d_{k-1}}{2}\right)
$$

Proof. This follows immediately from Lemma 4.2.
Lemma 4.4 Let $\ell \geq 1$ and $\Delta_{d_{\ell}, d_{t-1} \ldots . . . d_{1}}$ be an iterated difference operator. Let $f(x)=\alpha x^{k}+\cdots$ be a polynomial of degree $k$. Then

$$
\Delta_{d_{\ell} \ldots . d_{1}}(f)(x)=d_{1} \cdots d_{\ell}\left(k(k-1) \cdots(k-\ell+1) \alpha x^{k-\ell}+\cdots\right)
$$

if $1 \leq \ell \leq k$ and

$$
\Delta_{d_{l}, d_{t-1} \ldots . d_{1}}(f)(x)=0
$$

if $\ell>k$. In particular, if $\ell=k-1$ and $d_{1} \cdots d_{k-1} \neq 0$, then

$$
\Delta_{d_{k-1} \ldots d_{1}}(f)(x)=d_{1} \cdots d_{k-1} k!\alpha x+\beta
$$

is a polynomial of degree one.
Proof. Let $f(x)=\sum_{j=1}^{k} \alpha_{j} x^{j}$, where $\alpha_{k}=\alpha$. Since the difference operator $\Delta$ is linear, it follows that

$$
\begin{aligned}
\Delta_{d_{t} \ldots d_{1}}(f)(x) & =\sum_{j=0}^{k} \alpha_{j} \Delta_{d_{t} \ldots \ldots d_{1}}\left(x^{j}\right) \\
& =d_{1} \cdots d_{\ell}\left(\frac{k!}{(k-\ell)!} \alpha x^{k-\ell}+\cdots\right) .
\end{aligned}
$$

This completes the proof.
Lemma 4.5 Let $1 \leq \ell \leq k$. If

$$
-P \leq d_{1}, \ldots, d_{\ell}, x \leq P
$$

then

$$
\Delta_{d_{t} \ldots . . d_{1}}\left(x^{k}\right) \ll P^{k},
$$

where the implied constant depends only on $k$.

Proof. It follows from Lemma 4.2 that

$$
\begin{aligned}
& \left|\Delta_{d_{l} \ldots . d_{1}}\left(x^{k}\right)\right| \leq \sum_{\substack{1,+, j_{k}+j_{j}+1 \\
j \geq 0,1, \ldots, j \geq 1}} \frac{k!}{j!j_{1}!\cdots j_{\ell}!} P^{j_{i}+\cdots+j_{l}+j} \\
& \leq \sum_{\substack{j_{1}, \cdots+\ell_{\ell},-1 \\
j, 11 \cdots, j \geq 0}} \frac{k!}{j!j_{1}!\cdots j_{\ell}!} P^{k} \\
& =(\ell+1)^{k} P^{k} \\
& \leq(k+1)^{k} P^{k} \\
& \ll P^{k} \text {. }
\end{aligned}
$$

This completes the proof.

### 4.3 Easier Waring's problem

Here is a simple application of difference operators.
Waring's problem states that every nonnegative integer can be written ats the sum of a bounded number of nonnegative $k$ th powers. We can ask the following similar question: Is it true that every integer can be written as the sum or difference of a bounded number of $k$ th powers? If the answer is "yes." then for every $k$ there exists a smallest integer $v(k)$ such that the equation

$$
\begin{equation*}
n= \pm x_{1}^{k} \pm x_{2}^{x} \cdots \pm x_{:(k)}^{k} \tag{4,2}
\end{equation*}
$$

has a solution in integers for every integer $n$. This is called the casicer Hiaring's problem, and it is, indeed, much easier to prove the existence of $r(k)$ than to prove the existence of $g(k)$. It is still an unsolved problem, however, to determine the exact value of $v(k)$ for any $k \geq 3$.

Theorem 4.2 (Easier Waring's problem) Let $k \geq 2$. Then $v(k)$ exists, and

$$
v(k) \leq 2^{k-1}+\frac{k!}{2}
$$

Proof. Applying the $(k-1)$-st forward difference operator to the polynomial $f(x)=x^{k}$, we obtain from Lemma 4.1 and Lemma 4.3 that

$$
\Delta^{(k-1)}\left(x^{k}\right)=k!x+m=\sum_{\ell=0}^{k-1}(-1)^{k-1-\ell}\binom{k-1}{\ell}(x+\ell)^{k},
$$

where $m=(k-1)!\binom{k}{2}$. In this way, every integer of the form $k!x+m$ can be writion as the sum or difference of at most

$$
\sum_{\ell=0}^{k-1}\binom{k-1}{\ell}=2^{k-1}
$$

$k$ th powers of integers. For any integer $n$, we can choose integers $q$ and $r$ such that

$$
n-m=k!q+r
$$

where

$$
-\frac{k!}{2}<r \leq \frac{k!}{2}
$$

Since $r$ is the sum or difference of exactly $|r| k$ th powers $1^{k}$, it follows that $n$ can be written as the sum of at most $2^{k-1}+k!/ 2$ integers of the form $\pm x^{k}$. This completes the proof.

### 4.4 Fractional parts

Let $[\alpha]$ denote the integer part of the real number $\alpha$ and let $\{\alpha\}$ denote the fractional part of $\alpha$. Then $[\alpha] \in \mathbf{Z},\{\alpha\} \in[0,1)$, and

$$
\alpha=[\alpha]+\{\alpha\}
$$

The distance from the real number $\alpha$ to the nearest integer is denoted

$$
\|\alpha\|=\min (|n-\alpha|: n \in \mathbf{Z})=\inf (\{\alpha\}, 1-\{\alpha\})
$$

Then $\|\alpha\| \in[0,1 / 2]$, and

$$
\alpha=n \pm\|\alpha\|
$$

for some integer $n$. It follows that

$$
|\sin \pi \alpha|=\sin \pi\} \alpha \|
$$

for all real numbers $\alpha$. The triangle inequality

$$
\begin{equation*}
\|\alpha+\beta\| \leq\|\alpha\|+\|\beta\| \tag{4.3}
\end{equation*}
$$

holds for all real numbers $\alpha$ and $\beta$ (see Exercise 2).
The following two very simple lemmas are at the core of Weyl's inequality for exponential sums, and Weyl's inequality, in turn, is at the core of our application of the circle method to Waring's problem. Recall that $\exp (t)=e^{t}$ and $e(t)=$ $\exp (2 \pi i t)=e^{2 \pi i t}$.

Lemma 4.6 If $0<\alpha<1 / 2$, then

$$
2 \alpha<\sin \pi \alpha<\pi \alpha
$$

Proof. Let $s(\alpha)=\sin \pi \alpha-2 \alpha$. Then $s(0)=s(1 / 2)=0$. If $s(\alpha)=0$ for some $\alpha \in(0,1 / 2)$, then $s^{\prime}(\alpha)=\pi \cos \pi \alpha-2$ would have at least two zeros in $(0,1 / 2)$, which is impossible because $s^{\prime}(\alpha)$ decreases monotonically from $\pi-2$ to -2 in this interval. Since $s(1 / 4)=(\sqrt{2}-1) / 2>0$, it follows that $s(\alpha)>0$ for all $\alpha \in(0, \pi / 2)$. This gives the lower bound. The proof of the upper bound is similar.

Lemma 4.7 For every real number $\alpha$ and all integers $N_{1}<N_{2}$,

$$
\sum_{n=N_{1}+1}^{N_{2}} e(\alpha n) \ll \min \left(N_{2}-N_{1},\|\alpha\|^{-1}\right)
$$

Proof. Since $|e(\alpha n)|=1$ for all integers $n$, we have

$$
\left|\sum_{n=N_{1}+1}^{N_{2}} e(\alpha n)\right| \leq \sum_{n=N_{1}+1}^{N_{2}} 1=N_{2}-N_{1}
$$

If $\alpha \notin \mathbf{Z}$, then $\|\alpha\|>0$ and $e(\alpha) \neq 1$. Since the sum is also a geometric progression, we have

$$
\begin{aligned}
\left|\sum_{n=N_{1}+1}^{N_{2}} e(\alpha n)\right| & =\left|e\left(\alpha\left(N_{1}+1\right)\right) \sum_{n=0}^{N_{2}-N_{1}-1} e(\alpha)^{n}\right| \\
& =\left|\frac{e\left(\alpha\left(N_{2}-N_{1}\right)\right)-1}{e(\alpha)-1}\right| \\
& \leq \frac{2}{|e(\alpha)-1|} \\
& =\frac{2}{|e(\alpha / 2)-e(-\alpha / 2)|} \\
& =\frac{2}{|2 i \sin \pi \alpha|} \\
& =\frac{1}{|\sin \pi \alpha|} \\
& =\frac{1}{\sin (\pi\|\alpha\|)} \\
& \leq \frac{1}{2\|\alpha\|}
\end{aligned}
$$

This completes the proof.
Lemma 4.8 Let $\alpha$ be a real number, and let $q$ and $a$ be integers such that $q \geq 1$ and $(a, q)=1$. If

$$
\left|\alpha-\frac{a}{q}\right| \leq \frac{1}{q^{2}}
$$

then

$$
\sum_{1 \leq r \leq q / 2} \frac{1}{\|\alpha r\|} \ll q \log q
$$

Proof. The lemma holds for $q=1$,

$$
\sum_{1 \leq r \leq q / 2} \frac{1}{\|\alpha r\|}=0
$$

Therefore, we can assume that $q \geq 2$. For each integer $r$, there exist integers $s(r) \in[0, q / 2]$ and $m(r)$ such that

$$
\frac{s(r)}{q}=\left\|\frac{a r}{q}\right\|= \pm\left(\frac{a r}{q}-m(r)\right)
$$

Since $(a, q)=1$, it follows that $s(r)=0$ if and only if $r \equiv 0(\bmod q)$, and so $s(r) \in[1, q / 2]$ if $r \in[1, q / 2]$. Let

$$
\alpha-\frac{a}{q}=\frac{\theta}{q^{2}}
$$

where $-1 \leq \theta \leq 1$. Then

$$
\alpha r=\frac{a r}{q}+\frac{\theta r}{q^{2}}=\frac{a r}{q}+\frac{\theta^{\prime}}{2 q}
$$

where

$$
\left|\theta^{\prime}\right|=\left|\frac{2 \theta r}{q}\right| \leq|\theta| \leq 1
$$

It follows from (4.3) that

$$
\begin{aligned}
\|\alpha r\| & =\left\|\frac{a r}{q}+\frac{\theta^{\prime}}{2 q}\right\| \\
& =\left\|m(r) \pm \frac{s(r)}{q}+\frac{\theta^{\prime}}{2 q}\right\| \\
& =\left\|\frac{s(r)}{q} \pm \frac{\theta^{\prime}}{2 q}\right\| \\
& \geq\left\|\frac{s(r)}{q}\right\|-\left\|\frac{\theta^{\prime}}{2 q}\right\| \\
& \geq \frac{s(r)}{q}-\frac{1}{2 q} \\
& \geq \frac{1}{2 q}
\end{aligned}
$$

Let $1 \leq r_{1} \leq r_{2} \leq q / 2$. We shall show that $s\left(r_{1}\right)=s\left(r_{2}\right)$ if and only if $r_{1}=r_{2}$. If

$$
\left\|\frac{a r_{1}}{q}\right\|=\left\|\frac{a r_{2}}{q}\right\|
$$

then

$$
\pm\left(\frac{a r_{1}}{q}-m\left(r_{1}\right)\right)= \pm\left(\frac{a r_{2}}{q}-m\left(r_{2}\right)\right)
$$

and so

$$
a r_{1} \equiv \pm a r_{2} \quad(\bmod q)
$$

Since $(a, q)=1$ and $1 \leq r_{1} \leq r_{2} \leq q / 2$, we have

$$
r_{1} \equiv \pm r_{2} \quad(\bmod q)
$$

and so

$$
r_{1}=r_{2} .
$$

It follows that

$$
\left\{\left\|\frac{a r}{q}\right\|: 1 \leq r \leq \frac{q}{2}\right\}=\left\{\frac{s(r)}{q}: 1 \leq r \leq \frac{q}{2}\right\}=\left\{\frac{s}{q}: 1 \leq s \leq \frac{q}{2}\right\}
$$

Therefore,

$$
\begin{aligned}
\sum_{1 \leq r \leq q / 2} \frac{1}{\|\alpha r\|} & \leq \sum_{1 \leq r \leq q / 2} \frac{1}{\frac{s(r)}{q}-\frac{1}{2 q}} \\
& =\sum_{1 \leq s \leq q / 2} \frac{1}{\frac{s}{q}-\frac{1}{2 q}} \\
& =2 q \sum_{1 \leq s \leq q / 2} \frac{1}{2 s-1} \\
& \leq 2 q \sum_{1 \leq s \leq q / 2} \frac{1}{s} \\
& \ll q \log q .
\end{aligned}
$$

This completes the proof.
Lemma 4.9 Let $\alpha$ be a real number. If

$$
\left|\alpha-\frac{a}{q}\right| \leq \frac{1}{q^{2}}
$$

where $q \geq 1$ and $(a, q)=1$, then for any nonnegative real number $V$ and nonnegative integer $h$, we have

$$
\sum_{r=1}^{q} \min \left(V, \frac{1}{\|\alpha(h q+r)\|}\right) \ll V+q \log q .
$$

Proof. Let

$$
\alpha=\frac{a}{q}+\frac{\theta}{q^{2}},
$$

where

$$
-1 \leq \theta \leq 1
$$

Then

$$
\begin{aligned}
\alpha(h q+r) & =a h+\frac{a r}{q}+\frac{\theta h}{q}+\frac{\theta r}{q^{2}} \\
& =a h+\frac{a r}{q}+\frac{[\theta h]+\{\theta h\}}{q}+\frac{\theta r}{q^{2}} \\
& =a h+\frac{a r+[\theta h]+\delta(r)}{q},
\end{aligned}
$$

where

$$
-1 \leq \delta(r)=\{\theta h\}+\frac{\theta r}{q}<2
$$

For each $r=1, \ldots, q$ there is a unique integer $r^{\prime}$ such that

$$
\{\alpha(h q+r)\}=\frac{a r+[\theta h]+\delta(r)}{q}-r^{\prime}
$$

Let

$$
0 \leq t \leq 1-\frac{1}{q}
$$

If

$$
t \leq\{\alpha(h q+r)\} \leq t+\frac{1}{q}
$$

then

$$
q t \leq a r-q r^{\prime}+[\theta h]+\delta(r) \leq q t+1 .
$$

This implies that

$$
a r-q r^{\prime} \leq q t-[\theta h]+1-\delta(r) \leq q t-[\theta h]+2
$$

and

$$
a r-q r^{\prime} \geq q t-[\theta h]-\delta(r)>q t-[\theta h]-2
$$

Thus, $a r-q r^{\prime}$ lies in the half-open interval $J$ of length 4, where

$$
J=(q t-[\theta h]-2, q t-[\theta h]+2] .
$$

This interval contains exactly four distinct integers. If $1 \leq r_{1} \leq r_{2} \leq q$ and

$$
a r_{1}-q r_{1}^{\prime}=a r_{2}-q r_{2}^{\prime}
$$

then

$$
a r_{1} \equiv a r_{2} \quad(\bmod q)
$$

Since $(a, q)=1$, we have

$$
r_{1} \equiv r_{2} \quad(\bmod q)
$$

and so

$$
r_{1}=r_{2}
$$

It follows that for any $t \in[0,(q-1) / q]$, there are at most four integers $r \in[1, q]$ such that

$$
\{\alpha(h q+r)\} \in[t, t+(1 / q)]
$$

We observe that

$$
\|\alpha(h q+r)\| \in[t, t+(1 / q)]
$$

if and only if either

$$
\{\alpha(h q+r)\} \in[t, t+(1 / q)]
$$

or

$$
1-\{\alpha(h q+r)\} \in[t, t+(1 / q)]
$$

The latter inclusion is equivalent to

$$
\{\alpha(h q+r)\} \in\left[t^{\prime}, t^{\prime}+(1 / q)\right]
$$

where

$$
0 \leq t^{\prime}=1-\frac{1}{q}-t \leq 1-\frac{1}{q}
$$

It follows that for any $t \in[0,(q-1) / q]$, there are at most eight integers $r \in[1, q]$ for which

$$
\|\alpha(h q+r)\| \in[t, t+(1 / q)]
$$

In particular, if we let $J(s)=[s / q,(s+1) / q]$ for $s=0,1, \ldots$, then

$$
\|\alpha(h q+r)\| \in J(s)
$$

for at most eight $r \in[1, q]$.
We apply this fact to estimate the sum

$$
\sum_{1 \leq r \leq q} \min \left(V, \frac{1}{\|\alpha(h q+r)\|}\right)
$$

If $\|\alpha(h q+r)\| \in J(0)=[0,1 / q]$, then we use the inequality

$$
\min \left(V, \frac{1}{\|\alpha(h q+r)\|}\right) \leq V
$$

If $\|\alpha(h q+r)\| \in J(s)$ for some $s \geq 1$, then we use the inequality

$$
\min \left(V, \frac{1}{\|\alpha(h q+r)\|}\right) \leq \frac{1}{\|\alpha(h q+r)\|} \leq \frac{q}{s} .
$$

Since $\|\alpha(h q+r)\| \in J(s)$ for some $s<q / 2$, it follows that

$$
\begin{aligned}
\sum_{1 \leq r \leq q} \min \left(V, \frac{1}{\|\alpha(h q+r)\|}\right) & \leq 8 V+8 \sum_{1 \leq s<q / 2} \frac{q}{s} \\
& \ll V+q \log q
\end{aligned}
$$

This completes the proof.
Lemma 4.10 Let $\alpha$ be a real number. If

$$
\left|\alpha-\frac{a}{q}\right| \leq \frac{1}{q^{2}}
$$

where $q \geq 1$ and $(a, q)=1$, then for any real number $U \geq 1$ and positive integer $n$ we have

$$
\sum_{1 \leq k \leq U} \min \left(\frac{n}{k}, \frac{1}{\|\alpha k\|}\right) \ll\left(\frac{n}{q}+U+q\right) \log 2 q U
$$

Proof. We can write $k$ in the form

$$
k=h q+r
$$

where

$$
1 \leq r \leq q
$$

and

$$
0 \leq h<\frac{U}{q}
$$

Then

$$
\begin{aligned}
S & =\sum_{1 \leq k \leq U} \min \left(\frac{n}{k}, \frac{1}{\|\alpha k\|}\right) \\
& \leq \sum_{0 \leq h<U / q} \sum_{1 \leq r \leq q} \min \left(\frac{n}{h q+r}, \frac{1}{\|\alpha(h q+r)\|}\right)
\end{aligned}
$$

If $\boldsymbol{h}=0$ and $1 \leq r \leq q / 2$, then Lemma 4.8 gives

$$
\sum_{1 \leq r \leq q / 2} \min \left(\frac{n}{r}, \frac{1}{\|\alpha r\|}\right) \leq \sum_{1 \leq r \leq q / 2} \frac{1}{\|\alpha r\|} \ll q \log q
$$

For the remaining terms, we have

$$
\frac{1}{h q+r}<\frac{2}{(h+1) q}
$$

since either $h \geq 1$ and

$$
h q+r>h q \geq \frac{(h+1) q}{2}
$$

or $h=0, q / 2<r \leq q$, and

$$
h q+r=r>\frac{q}{2}=\frac{(h+1) q}{2}
$$

Therefore,

$$
\begin{equation*}
S \ll q \log q+\sum_{0 \leq h<U / q} \sum_{1 \leq r \leq q} \min \left(\frac{n}{(h+1) q}, \frac{1}{\|\alpha(h q+r)\|}\right) \tag{4.4}
\end{equation*}
$$

Note that

$$
\frac{U}{q}+1 \leq U+q \leq 2 \max (q, U) \leq 2 q U
$$

Estimating the inner sum by Lemma 4.9 with $V=n /(h+1) q$, we obtain

$$
S \ll q \log q+\sum_{0 \leq h<U / q} \sum_{1 \leq r \leq q} \min \left(\frac{n}{(h+1) q}, \frac{1}{\|\alpha(h q+r)\|}\right)
$$

$\ll q \log q+\sum_{0 \leq h<U / q}\left(\frac{n}{(h+1) q}+q \log q\right)$
$\ll q \log q+\frac{n}{q} \sum_{0 \leq h<U / q} \frac{1}{h+1}+\left(\frac{U}{q}+1\right) q \log q$
$\ll q \log q+\frac{n}{q} \log \left(\frac{U}{q}+1\right)+U \log q+q \log q$
$\ll\left(\frac{n}{q}+U+q\right) \log 2 q U$.
This completes the proof.

Lemma 4.11 Let $\alpha$ be a real number. If

$$
\left|\alpha-\frac{a}{q}\right| \leq \frac{1}{q^{2}}
$$

where $q \geq 1$ and $(a, q)=1$, then for any real numbers $U$ and $n$ we have

$$
\sum_{1 \leq k \leq U} \min \left(n, \frac{1}{\|\alpha k\|}\right) \ll\left(q+U+n+\frac{U n}{q}\right) \max \{1, \log q\} .
$$

Proof. This is almost exactly the same as the proof of Lemma 4.10. We have

$$
\begin{aligned}
S & =\sum_{1 \leq k \leq U} \min \left(n, \frac{1}{\|\alpha k\|}\right) \\
& \leq \sum_{0 \leq h<U / q} \sum_{1 \leq r \leq q} \min \left(n, \frac{1}{\|\alpha(h q+r)\|}\right) \\
& \leq q \log q+\sum_{0 \leq h<U / q}\left(n+\sum_{1 \leq s<q / 2} \frac{q}{s}\right) \\
& \ll q \log q+\sum_{0 \leq h<U / q}(n+q \log q) \\
& \ll q \log q+\left(\frac{U}{q}+1\right)(n+q \log q) \\
& \ll q \log q+U \log q+n+\frac{U n}{q} \\
& \ll\left(q+U+n+\frac{U n}{q}\right) \max \{1, \log q\} .
\end{aligned}
$$

This completes the proof.

### 4.5 Weyl's inequality and Hua's lemma

In this section, we denote by $[M, N]$ the interval of integers $m$ such that $M \leq m \leq$ $N$. For any real number $t$, the complex conjugate of $e(t)=e^{2 \pi i t}$ is $\overline{e(t)}=e(-t)$.

Lemma 4.12 Let $N_{1}, N_{2}$, and $N$ be integers such that $N_{1}<N_{2}$ and $0 \leq N_{2}$ $N_{1} \leq N$. Let $f(n)$ be a real-valued arithmetic function, and let

$$
S(f)=\sum_{n=N_{1}+1}^{N_{2}} e(f(n))
$$

Then

$$
|S(f)|^{2}=\sum_{|d|<N} S_{d}(f)
$$

where

$$
S_{d}(f)=\sum_{n \in I(d)} e\left(\Delta_{d}(f)(n)\right)
$$

and $I(d)$ is an interval of consecutive integers contained in $\left[N_{1}+1, N_{2}\right]$.
Proof. For any integer $d$, let

$$
I(d)=\left[N_{1}+1-d, N_{2}-d\right] \cap\left[N_{1}+1, N_{2}\right]
$$

Squaring the absolute value of the exponential sum, we get

$$
\begin{aligned}
|S(f)|^{2} & =S(f) \overline{S(f)} \\
& =\sum_{m=N_{1}+1}^{N_{2}} e(f(m)) \sum_{n=N_{1}+1}^{N_{2}} \overline{e(f(n))} \\
& =\sum_{n=N_{1}+1}^{N_{2}} \sum_{m=N_{1}+1}^{N_{2}} e(f(m)-f(n)) \\
& =\sum_{n=N_{1}+1}^{N_{2}} \sum_{d=N_{1}+1-n}^{N_{2}-n} e(f(n+d)-f(n)) \\
& =\sum_{n=N_{1}+1}^{N_{3}} \sum_{d=N_{1}+1-n}^{N_{2}-n} e\left(\Delta_{d}(f)(n)\right) \\
& =\sum_{d=-\left(N_{2}-N_{1}-1\right)}^{N_{2}-N_{1}-1} \sum_{n \in I(d)} e\left(\Delta_{d}(f)(n)\right) \\
& =\sum_{|d|<N} \sum_{n \in I(d)} e\left(\Delta_{d}(f)(n)\right) \\
& =\sum_{\mid d i<N} S_{d}(f) .
\end{aligned}
$$

This completes the proof.

Lemma 4.13 Let $N_{1}, N_{2}, N$, and $\ell$ be integers such that $\ell \geq 1 \ldots \therefore$. $N_{2}$ a mm $0 \leq N_{2}-N_{1} \leq N$. Let $f(n)$ be a real-valued arithmetic function, and let

$$
S(f)=\sum_{n=N_{1}+1}^{N_{2}} e(f(n)) .
$$

Then

$$
|S(f)|^{2^{\ell}} \leq(2 N)^{2^{t}-\ell-1} \sum_{\left|d_{1}\right|<N} \cdots \sum_{\left|d_{\ell}\right|<N} S_{d_{t} \ldots . . d_{1}}(f),
$$

where

$$
S_{d_{t} \ldots \ldots d_{1}}(f)=\sum_{n \in l\left(d_{i} \ldots ., d_{1}\right)} e\left(\Delta_{d_{t} \ldots, d_{1}}(f)(n)\right)
$$

and $I\left(d_{f}, \ldots, d_{1}\right)$ is an interval of consecutive integers contained in $|\cdot|:|,|=|$
Proof. This is by induction on $\ell$. The case $\ell=1$ is Lemma 4.12. Now avsume that the result is true for $\ell \geq 1$. Using the Cauchy-Schwarz inequality, we obtain

$$
\begin{aligned}
|S(f)|^{2^{2+1}} & =\left(|S(f)|^{2^{t}}\right)^{2} \\
& \leq\left((2 N)^{2^{\ell}-\ell-1} \sum_{\left|d_{1}\right|<N} \cdots \sum_{\left|d_{\ell}\right|<N}\left|S_{d_{l} \ldots \ldots d_{1}}(f)\right|\right)^{2} \\
& =(2 N)^{2^{2+1}-2 \ell-2}\left(\sum_{\left|d_{1}\right|<N} \cdots \sum_{\left|d_{l}\right|<N}\left|S_{d_{l} \ldots \ldots d_{1}}(f)\right|\right)^{2} \\
& \leq(2 N)^{2^{2+1}-2 \ell-2}(2 N)^{\ell} \sum_{\left|d_{1}\right|<N} \cdots \sum_{\left|d_{1}\right|<N}\left|S_{d_{l} \ldots d_{1}}(f)\right|^{2},
\end{aligned}
$$

where $S_{d_{1} \ldots . d_{1}}(f)$ is an exponential sum of the form (4.5). By Lemma 4.12. firr each $d_{1}, \ldots, d_{\ell}$, there is an interval

$$
I\left(d_{\ell+1}, d_{\ell}, \ldots, d_{1}\right) \subseteq I\left(d_{\ell}, \ldots, d_{1}\right) \subseteq\left[N_{1}+1, N_{2}\right]
$$

such that

$$
\begin{aligned}
\left|S_{d_{t} \ldots, d_{1}}(f)\right|^{2} & =\left|\sum_{n \in \mid\left(d_{1} \ldots . d_{l}\right)} e\left(\Delta_{d_{t} \ldots . d_{1}}(f)(n)\right)\right|^{2} \\
& =\sum_{\left|d_{t+1}\right|<N} \sum_{n \in \mid\left(d_{t+1}, d_{t} \ldots . d_{1}\right)} e\left(\Delta_{d_{t+1}, d_{t} \ldots . d_{1}}(f)(n)\right) \\
& =\sum_{\left|d_{t+1}\right|<N} S_{d_{t+1}, d_{t} \ldots . d_{1}}(f)
\end{aligned}
$$

and so

$$
|S(f)|^{2^{\ell+1}} \leq(2 N)^{2^{\ell+1}-(\ell+1)-1} \sum_{\left|d_{1}\right|<N} \cdots \sum_{\left|d_{1}\right|<N} \sum_{\left|d_{l+1}\right|<N} S_{d_{t+1} \cdot d_{1} \ldots . . d_{1}}(f) .
$$

This completes the proof.

Lemma 4.14 Let $k \geq 1, K=2^{k-1}$, and $\varepsilon>0$. Let $f(x)=\alpha x^{k}+\cdots$ be a polynomial of degree $k$ with real coefficients. If

$$
S(f)=\sum_{n=1}^{N} e(f(n)),
$$

then

$$
|S(f)|^{K} \ll N^{K-1}+N^{K-k+\varepsilon} \sum_{m=1}^{k!N^{+-1}} \min \left(N,\|m \alpha\|^{-1}\right),
$$

where the implied constant depends on $k$ and $\varepsilon$.
Proof. Applying Lemma 4.13 with $\ell=k-1$, we obtain

$$
|S(f)|^{K} \leq(2 N)^{K-k} \sum_{\left|d_{1}\right|<N} \cdots \sum_{\left|d_{i}\right|<N}\left|S_{d_{1}}\right| \ldots, d_{1}(f) \mid .
$$

where

$$
S_{d_{k-1} \ldots . . d_{1}}(f)=\sum_{n \in I\left(d_{k-1} \ldots . d_{1}\right)} e\left(\Delta_{d_{1}, \ldots \ldots d_{1}}(f)(n)\right)
$$

and $I\left(d_{k-1}, \ldots, d_{1}\right)$ is an interval of integers contained in $[1, N]$. Since $|e(t)|=1$ for all real $t$, we have the upper bound

$$
\left|S_{d_{k-1} \ldots . . d_{1}}(f)\right| \leq \sum_{n \in I\left(d_{1-1} \ldots d_{1}\right)}\left|e\left(\Delta_{d_{k} \ldots \ldots, d_{1}}(f)(n)\right)\right| \leq N .
$$

By Lemma 4.4, for any nonzero integers $d_{1}, \ldots, d_{k-1}$, the difference operator $\Delta_{d_{k-1} \ldots . . d_{1}}$ applied to the polynomial $f(x)$ of degree $k$ produces the linear polynomial

$$
\Delta_{d_{1} \ldots \ldots d_{1-1}}(f)(x)=d_{k-1} \cdots d_{1} k!\alpha x+\beta=\lambda x+\beta
$$

where

$$
\lambda=d_{k-1} \cdots d_{1} k!\alpha
$$

and $\beta \in \mathbf{R}$. Let $I\left(d_{k-1}, \ldots, d_{1}\right)=\left[N_{1}+1, N_{2}\right]$. By Lemma 4.7,

$$
\begin{aligned}
\left|S_{d_{k-1} \ldots, d_{1}}(f)\right| & =\left|\sum_{n \in I\left(d_{k-1} \ldots . d_{i}\right)} e\left(\Delta_{d_{i-1} \cdot d_{k-2} \ldots . d_{1}}(f)(n)\right)\right| \\
& =\left|\sum_{n=N_{1}+1}^{N_{2}} e(\lambda n+\beta)\right| \\
& =\left|\sum_{n=N_{1}+1}^{N 2} e(\lambda n)\right| \\
& \ll \frac{1}{\|\lambda\|} \\
& =\frac{1}{\left\|d_{k-1} \cdots d_{1} k!\alpha\right\|}
\end{aligned}
$$

It follows that

$$
\left|S_{d_{k-1} \ldots . . d_{1}}(f)\right| \leq \min \left(N,\left\|d_{1} \cdots d_{k-1} k!\alpha\right\|^{-1}\right)
$$

Therefore,

$$
\begin{aligned}
|S(f)|^{K} & \leq(2 N)^{K-k} \sum_{\left|d_{1}\right|<N} \cdots \sum_{\left|d_{k-1}\right|<N}\left|S_{d_{k-1} \ldots . d_{1}}(f)\right| \\
& \leq(2 N)^{K-k} \sum_{\left|d_{1}\right|<N} \cdots \sum_{\left|d_{k-1}\right|<N} \min \left(N,\left\|d_{1} \cdots d_{k-1} k!\alpha\right\|^{-1}\right) .
\end{aligned}
$$

Since there are fewer than $(k-1)(2 N)^{k-2}$ choices of $d_{1}, \ldots, d_{k-1}$ such that $d_{1} \cdots d_{k-1}=0$, and each such choice contributes $N$ to the sum, it follows that

$$
\begin{aligned}
|S(f)|^{K} \leq & (2 N)^{K-k}(k-1)(2 N)^{k-2} N \\
& +(2 N)^{K-k} \sum_{1 \leq\left|d_{1}\right|<N} \cdots \sum_{1 \leq\left|d_{k-1}\right|<N} \min \left(N,\left\|d_{1} \cdots d_{k-1} k!\alpha\right\|^{-1}\right) \\
\leq & k(2 N)^{K-1} \\
& +2^{k-1} N^{K-k} \sum_{1 \leq d_{1}<N} \cdots \sum_{1 \leq d_{k-1}<N} \min \left(N,\left\|d_{1} \cdots d_{k-1} k!\alpha\right\|^{-1}\right) \\
< & N^{K-1}+N^{K-k} \sum_{d_{1}-1}^{N} \cdots \sum_{d_{k-1}-1}^{N} \min \left(N,\left\|d_{1} \cdots d_{k-1} k!\alpha\right\|^{-1}\right)
\end{aligned}
$$

where the implied constant depends only on $k$. Since

$$
1 \leq d_{1} \cdots d_{k-1} k!\leq k!N^{k-1}
$$

and the divisor function $\tau(m)$ satisfies $\tau(m) \ll_{\varepsilon} m^{\varepsilon}$ for every $\varepsilon>0$, it follows that the number of representations of an integer $m$ in the form $d_{1} \cdots d_{k-1} k$ ! is $\ll m^{\varepsilon} \ll N^{\varepsilon}$. Therefore,

$$
\begin{aligned}
|S(f)|^{K} & \ll N^{K-1}+N^{K-k} \sum_{d_{1}=1}^{N} \cdots \sum_{d_{k-1}=1}^{N} \min \left(N,\left\|d_{k-1} \cdots d_{1} k!\alpha\right\|^{-1}\right) \\
& \ll N^{K-1}+N^{K-k+\varepsilon} \sum_{m=1}^{k!N^{k-1}} \min \left(N,\|m \alpha\|^{-1}\right)
\end{aligned}
$$

where the implied constant depends on $k$ and $\varepsilon$. This completes the proof.
Theorem 4.3 (Weyl's inequality) Let $f(x)=\alpha x^{k}+\cdots$ be a polynomial of degree $k \geq 2$ with real coefficients, and suppose that $\alpha$ has the rational approximation $a / q$ such that

$$
\left|\alpha-\frac{a}{q}\right| \leq \frac{1}{q^{2}}
$$

where $q \geq 1$ and $(a, q)=1$. Let

$$
S(f)=\sum_{n=1}^{N} e(f(n)) .
$$

Let $K=2^{k-1}$ and $\varepsilon>0$. Then

$$
S(f) \ll N^{1+\varepsilon}\left(N^{-1}+q^{-1}+N^{-k} q\right)^{1 / K}
$$

where the implied constant depends on $k$ and $\varepsilon$.
Proof. Since $|S(f)| \leq N$, the result is immediate if $q \geq N^{k}$. Thus, we can assume that

$$
1 \leq q<N^{k}
$$

and so

$$
\log q \ll \log N \ll N^{\epsilon}
$$

By Lemma 4.14, we have

$$
|S(f)|^{K} \ll N^{K-1}+N^{K-k+\varepsilon} \sum_{m=1}^{k!N^{k-1}} \min \left(N,\|m \alpha\|^{-1}\right)
$$

By Lemma 4.11, we have

$$
\begin{aligned}
\sum_{m=1}^{k!N^{k-1}} \min \left(N,\|m \alpha\|^{-1}\right) & \ll\left(q+k!N^{k-1}+N+\frac{k!N^{k}}{q}\right) \max \{1, \log q\} \\
& \ll\left(q+N^{k-1}+\frac{N^{k}}{q}\right) \log N \\
& \ll N^{k}\left(q N^{-k}+N^{-1}+q^{-1}\right) N^{\varepsilon}
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
|S(f)|^{K} & \ll N^{K-1}+N^{K+\varepsilon}\left(q N^{-k}+N^{-1}+q^{-1}\right) \\
& \ll N^{K+\varepsilon}\left(q N^{-k}+N^{-1}+q^{-1}\right)
\end{aligned}
$$

This completes the proof.
Theorem 4.4 Let $k \geq 2$, and let $a / q$ be a rational number with $q \geq 1$ and $(a, q)=1$. Then

$$
S(q, a)=\sum_{x=1}^{q} e\left(a x^{k} / q\right) \ll q^{1-1 / K+\varepsilon}
$$

Proof. Apply Weyl's inequality with $f(x)=a x^{k} / q$ and $N=q$. We obtain

$$
S(q, a) \ll q^{1+\varepsilon}\left(q^{-1}+q^{-k+1}\right)^{1 / K} \ll q^{1-1 / K+\varepsilon}
$$

This completes the proof.

Theorem 4.5 Let $k \geq 2$. There exists $\delta>0$ with the following property: If $N \geq 2$ and $a / q$ is a rational number such that $(a, q)=1$ and

$$
N^{1 / 2} \leq q \leq N^{k-1 / 2}
$$

then

$$
\sum_{n=1}^{N} e\left(a n^{k} / q\right) \ll N^{1-\delta}
$$

Proof. Applying Weyl's inequality with $f(x)=a x^{k} / q$, we obtain

$$
\begin{aligned}
S(f) & \ll N^{1+\varepsilon}\left(N^{-1}+q^{-1}+N^{-k} q\right)^{1 / K} \\
& \leq N^{1+\varepsilon}\left(N^{-1}+N^{-1 / 2}+N^{-1 / 2}\right)^{1 / K} \\
& \leq N^{1-1 / 2 K+\varepsilon} \\
& \leq N^{1-\delta}
\end{aligned}
$$

for any $\delta<1 / 2 K$. This completes the proof.
Theorem 4.6 (Hua's lemma) For $k \geq 2$, let

$$
T(\alpha)=\sum_{n=1}^{N} e\left(\alpha n^{k}\right)
$$

Then

$$
\int_{0}^{1}|T(\alpha)|^{2^{k}} d \alpha \ll N^{2^{k}-k+\varepsilon}
$$

Proof. We shall prove by induction on $j$ that

$$
\int_{0}^{1}|T(\alpha)|^{2^{j}} d \alpha \ll N^{2-j+\varepsilon}
$$

for $j=1, \ldots, k$. The case $j=1$ is clear since

$$
\int_{0}^{1}|T(\alpha)|^{2} d \alpha=\sum_{m=1}^{N} \sum_{n=1}^{N} \int_{0}^{1} e\left(\alpha\left(m^{k}-n^{k}\right)\right) d \alpha=N .
$$

Let $1 \leq j \leq k-1$, and assume that the result holds for $j$. Let $f(x)=\alpha x^{k}$. By Lemma 4.2,

$$
\Delta_{d_{j} \ldots . d_{1}}(f)(x)=\alpha d_{j} \cdots d_{1} p_{k-j}(x)
$$

where $p_{k-j}(x)$ is a polynomial of degree $k-j$ with integer coefficients. Applying Lemma 4.13 with $N_{1}=0, N_{2}=N$, and $S(f)=T(\alpha)$, we obtain

$$
\begin{aligned}
|T(\alpha)|^{\prime} & \leq(2 N)^{2^{j}-j-1} \sum_{\left|d_{1}\right|<N} \cdots \sum_{\left|d_{j}\right|<N} \sum_{n \in I} e\left(d_{\left.d_{j} \ldots . d_{1}\right)} \ldots . d_{1}(f)(n)\right) \\
& =(2 N)^{2^{j-j-1}} \sum_{\left|d_{1}\right|<N} \cdots \sum_{\left|d_{j}\right|<N} \sum_{n \in I\left(d_{j}, \ldots . d_{1}\right)} e\left(\alpha d_{j} \cdots d_{1} p_{k-j}(n)\right),
\end{aligned}
$$

where $I\left(d_{j}, \ldots, d_{1}\right)$ is an interval of consecutive integers contained in [1, $N$ ]. It follows that

$$
\begin{equation*}
|T(\alpha)|^{2^{\prime}} \leq N^{2 \prime-j-1} \sum_{d} r(d) e(\alpha d) \tag{4.6}
\end{equation*}
$$

where $r(d)$ is the number of factorizations of $d$ in the form

$$
d=d_{j} \cdots d_{1} p_{k-j}(n)
$$

with $\left|d_{i}\right| \leq N$ and $n \in I\left(d_{j}, \ldots, d_{1}\right)$. Since $d \ll N^{k}$ by Lemma 4.5, we have

$$
r(d) \ll|d|^{\varepsilon} \ll N^{\varepsilon}
$$

for $d \neq 0$. Since $p_{k-j}(x)$ is a polynomial of degree $k-j \geq 1$, there are at most $k-j$ integers $x$ such that $p_{k-j}=0$, and so

$$
r(0) \ll N^{j}
$$

Similarly, since

$$
\begin{aligned}
|T(\alpha)|^{2^{\prime}} & =T(\alpha)^{2^{\prime-1}} T(-\alpha)^{2^{j-1}} \\
& =\left(\sum_{x=1}^{N} e\left(-\alpha x^{k}\right)\right)^{k-1}\left(\sum_{y=1}^{N} e\left(\alpha y^{k}\right)\right)^{k-1} \\
& =\sum_{x_{1}=1}^{N} \cdots \sum_{x_{j-1}=1}^{N} \sum_{y_{i}=1}^{N} \cdots \sum_{y_{j-1}=1}^{N} e\left(\alpha\left(\sum_{i=1}^{j-1} x_{i}^{k}-\sum_{i=1}^{j-1} y_{i}^{k}\right)\right) \\
& =\sum_{d} s(d) e(-\alpha d),
\end{aligned}
$$

where $s(d)$ is the number of representations of $d$ in the form

$$
d=\sum_{i=1}^{j-1} y_{i}^{k}-\sum_{i=1}^{j-1} x_{i}^{k}
$$

with $1 \leq x_{i}, y_{i} \leq N$ for $i=1, \ldots, j-1$. Then

$$
\sum_{d} s(d)=|T(0)|^{2^{\prime}}=N^{2^{\prime}}
$$

and, by the induction hypothesis,

$$
s(0)=\int_{0}^{1}|T(\alpha)|^{2^{j}} d \alpha \ll N^{2^{j}-j+\varepsilon} .
$$

It follows from (4.6) that

$$
\int_{0}^{1}|T(\alpha)|^{2^{\prime+1}} d \alpha=\int_{0}^{1}|T(\alpha)|^{2^{j}}|T(\alpha)|^{2^{\prime}} d \alpha
$$

$$
\begin{aligned}
& \leq N^{2^{j}-j-1} \int_{0}^{1} \sum_{d^{\prime}} r\left(d^{\prime}\right) e\left(\alpha d^{\prime}\right) \sum_{d} s(d) e(-\alpha d) d \alpha \\
& =N^{2^{\prime}-j-1} \sum_{d} r(d) s(d) \\
& =N^{2^{\prime}-j-1} r(0) s(0)+N^{2 j-j-1} \sum_{d \neq 0} r(d) s(d) \\
& \ll N^{2^{\prime}-j-1} N^{j} N^{2^{\prime}-j+\varepsilon}+N^{2^{\prime}-j-1} N^{\varepsilon} \sum_{d \neq 0} s(d) \\
& \ll N^{2^{\prime \cdot 1}-(j+1)+\varepsilon}+N^{2^{\prime-j-1}} N^{\varepsilon} N^{2^{\prime}} \\
& \ll N^{2^{j \cdot 1}-(j+1)+\varepsilon} .
\end{aligned}
$$

This completes the proof.

### 4.6 Notes

The material in this chapter is well-known. For the original proofs of Weyl's inequality and Hua's lemma, see Weyl [141] and Hua [62], respectively. Davenport [18],Schmidt [106], and Vaughan [125| are standard and excellent introductions to the circle method in additive number theory

The easier Waring's problem was introduced by Wright [1.50).

### 4.7 Exercises

1. Prove that

$$
\|x\|=\|-x\|=\|n+x\|
$$

for all $x \in \mathbf{R}$ and $n \in \mathbf{Z}$. Let $(x)$ denote the fractional part of $x$. (iraph $f(x)=(x)+\|x\|$ for $0 \leq x \leq 1$.
2. Prove that

$$
\|\alpha+\beta\| \leq\|\alpha\|+\|\beta\|
$$

for all $\alpha, \beta \in \mathbf{R}$.
3. Let $\ell \geq 1$, and let $\Delta_{i}$ denote the iterated difference operator $\Delta_{1,1, \ldots, 1}$. Prove that

$$
\Delta_{i}(f)(x)=\sum_{j=0}^{i}(-1)^{\ell-j}\binom{\ell}{j} f(x+j)
$$

4. Let $\Delta_{d_{1} \ldots . d_{1}}$ be an iterated difference operator. Find a general formula to express $\Delta_{d_{2} \ldots . . d_{1}}(f)(x)$.
5. Let $\ell \geq 2$, let $\sigma$ be a permutation of $\{1,2, \ldots, \ell\}$, and let $\Delta_{d_{t} \ldots . . d_{1}}$ be an iterated difference operator. Prove that

$$
\Delta_{\left.d_{\text {ol }}\right) \ldots, d_{o(1)}}=\Delta_{d_{t} \ldots . d_{1}} .
$$

## 5

## The Hardy-Littlewood asymptotic formula

... using essentially the same techniques as Hardy and Littlewood's but in a different way and introducing certain additional considerations, we shall derive the same result with incomparable brevity and simplicity.
I. M. Vinogradov [131]

### 5.1 The circle method

For any positive integers $k$ and $s$, let $r_{k, s}(N)$ denote the number of representations of $N$ as the sum of $s$ positive $k$ th powers, that is, the number of $s$-tuples $\left(x_{1}, \ldots, x_{s}\right)$ of positive integers such that

$$
N=x_{1}^{k}+\cdots+x_{s}^{k}
$$

Waring's problem is to prove that every nonnegative integer is the sum of a bounded number of $k$ th powers. Since $1=l^{k}$ is a $k$ th power, this is equivalent to showing that

$$
r_{k, s}(N)>0
$$

for some $s$ and for all sufficiently large integers $N$. Hilbert gave the first proof of Waring's problem in 1909. Ten years later, Hardy and Littlewood succeeded in finding a beautiful asymptotic formula for $r_{k . s}(N)$. They proved that for $s \geq s_{0}(k)$,
there exists $\delta=\delta(s, k)>0$ such that

$$
\begin{equation*}
r_{k, s}(N)=\mathfrak{S}(N) \Gamma\left(1+\frac{1}{k}\right)^{s} \Gamma\left(\frac{s}{k}\right)^{-1} N^{(s / k)-1}+O\left(N^{(s / k)-1-\delta}\right) \tag{5.1}
\end{equation*}
$$

where $\Gamma(x)$ is the Gamma function and $\mathfrak{S}(N)$ is the "singular series," an arithmetic function that is uniformly bounded above and below by positive constants depending only on $k$ and $s$. We shall prove that the asymptotic formula (5.1) holds for $s_{0}(k)=2^{k}+1$.

Hardy and Littlewood used the "circle method" to obtain their result. The idea at the heart of the circle method is simple. Let $A$ be any set of nonnegative integers. The generating function for $A$ is

$$
f(z)=\sum_{a \in A} z^{a}
$$

We can consider $f(z)$ either as a formal power series in $z$ or as the Taylor series of an analytic function that converges in the open unit disc $|z|<1$. In both cases,

$$
f(z)^{s}=\sum_{N=0}^{\infty} r_{A . s}(N) z^{N}
$$

where $r_{\text {A.s }}(N)$ is the number of representations of $N$ as the sum of $s$ elements of $A$, that is, the number of solutions of the equation

$$
N=a_{1}+a_{2}+\cdots+a_{s}
$$

with

$$
a_{1}, a_{2}, \cdots, a_{s} \in A
$$

By Cauchy's theorem, we can recover $r_{A . s}(N)$ by integration:

$$
r_{A . s}(N)=\frac{1}{2 \pi i} \int_{|z|=\rho} \frac{f(z)^{s}}{z^{N+1}} d z
$$

for any $\rho \in(0,1)$.
This is the original form of the "circle method" introduced by Hardy, Littlewood, and Ramanujan in 1918-20. They evaluated the integral by dividing the circle of integration into two disjoint sets, the "major arcs" and the "minor arcs." In the classical applications to Waring's problem, the integral over the minor arcs is negligible, and the integral over the major arcs provides the main term in the estimate for $r_{A, s}(N)$.

Vinogradov greatly simplified and improved the circle method. He observed that in order to study $r_{A, s}(N)$, it is possible to replace the power series $f(z)$ with the polynomial

$$
p(z)=\sum_{\substack{n \in \hat{N} \\ o \leq N}} z^{a} .
$$

Then

$$
p(z)^{s}=\sum_{m=0}^{s N} r_{A, s}^{(N)}(m) z^{m},
$$

where $r_{A . s}^{(N)}(m)$ is the number of representations of $m$ as the sum of $s$ elements of $A$ not exceeding $N$. In particular, since the elements of $A$ are nonnegative, we have $r_{A . s}^{(N)}(m)=r_{A . s}(m)$ for $m \leq N$ and $r_{A . s}^{(N)}(m)=0$ for $m>s N$. If we let

$$
z=e(\alpha)=e^{2 \pi i \alpha}
$$

then we obtain the trigonometric polynomial

$$
F(\alpha)=p(e(\alpha))=\sum_{\substack{\alpha \in \mathcal{N} \\ \alpha \leq N}} e(a \alpha)
$$

and

$$
F(\alpha)^{s}=\sum_{m=0}^{s N} r_{A . s}^{(N)}(m) e(m \alpha)
$$

From the basic orthogonality relation for the functions $e(n \alpha)$,

$$
\int_{0}^{1} e(m \alpha) e(-n \alpha) d \alpha= \begin{cases}1 & \text { if } m=n \\ 0 & \text { if } m \neq n\end{cases}
$$

we obtain

$$
r_{A . s}(N)=\int_{0}^{1} F(\alpha)^{s} e(-N \alpha) d \alpha
$$

In applications, of course, the hard part is to estimate the integral.
To apply the circle method to Waring's problem, let $k \geq 2$ and $A$ be the set of positive $k$ th powers. Let $r_{k . s}(N)$ denote the number of representations of $N$ as the sum of $s$ positive $k$ th powers. Let

$$
P=\left[N^{1 / k}\right]
$$

Then

$$
F(\alpha)=\sum_{\substack{o \in \mathcal{N} \\ u \leq N}} e(\alpha a)=\sum_{n=1}^{P} e\left(\alpha n^{k}\right)
$$

and

$$
r_{k, s}(N)=\int_{0}^{1} F(\alpha)^{s} e(-\alpha N) d \alpha
$$

### 5.2 Waring's problem for $k=1$

For $k=1$, there is an explicit formula for $r_{1 . s}(N)$.
Theorem 5.1 Let $s \geq 1$. Then

$$
r_{1 . s}(N)=\binom{N-1}{s-1}=\frac{N^{s-1}}{(s-1)!}+O\left(N^{s-2}\right)
$$

for all positive integers $N$.
Proof. Let $N \geq s$. We observe that

$$
N=a_{1}+\cdots+a_{5}
$$

is a decomposition of $N$ into $s$ positive parts if and only if

$$
N-s=\left(a_{1}-1\right)+\cdots+\left(a_{s}-1\right)
$$

is a decomposition of $N$ into $s$ nonnegative parts. Therefore,

$$
r_{1 . s}(N)=R_{1 . s}(N-s)
$$

where $R_{1 . s}(N)$ denotes the number of representations of $N$ as the sum of $s$ nonnegative integers.

We shall give two proofs of the theorem. The first is combinatorial. We begin by computing $R_{1 . s}(N)$ for every nonnegative integer $N$. Let $N=a_{1}+\cdots+a_{s}$ be a partition into nonnegative integers. Imagine a row of $N+s-1$ boxes. We color the first $a_{1}$ boxes red, the next box blue, the next $a_{2}$ boxes red, the next box blue, and so on. There will be exactly $s-1$ blue boxes. Conversely, if we choose $s-1$ of the $N+s-1$ boxes and color them blue, and if we color the remaining $N$ boxes red, then we have a partition of $N$ into $s$ nonnegative parts as follows. Let $a_{1}$ be the number of red boxes before the first blue box, $a_{2}$ the number of red boxes between the first and second blue boxes, and, in general, for $j=2, \ldots, s-1$, let $a_{j}$ be the number of red boxes that are between the $(j-1)$-st and $j$ th blue boxes. Let $a_{s}$ be the number of red boxes that come after the last blue box. This establishes a one-to-one correspondence between the subsets of size $s-1$ of the $N+s-1$ boxes and the representations of $N$ as the sum of $s$ nonnegative integers. Therefore, the number of decompositions of $N$ into $s$ nonnegative parts is the binomial coefficient $\binom{N+s-1}{s-1}$. It follows that

$$
r_{1 . s}(N)=R_{1, s}(N-s)=\binom{N-1}{s-1}
$$

This gives the first proof of the theorem.
There is also a simple analytic proof. The series

$$
f(z)=\sum_{N=0}^{\infty} z^{N}=\frac{1}{1-z}
$$

converges for $|z|<1$, and

$$
f(z)^{s}=\sum_{N=0}^{\infty} R_{1 . s}(N) z^{N}
$$

We also have

$$
\begin{aligned}
f(z)^{s} & =\frac{1}{(1-z)^{s}} \\
& =\frac{1}{(s-1)!} \frac{d^{s-1}}{d z^{s-1}}\left(\frac{1}{1-z}\right) \\
& =\frac{1}{(s-1)!} \frac{d^{s-1}}{d z^{s-1}}\left(\sum_{N=0}^{\infty} z^{N}\right) \\
& =\sum_{N=s-1}^{\infty} \frac{N(N-1) \cdots(N-s+2)}{(s-1)!} z^{N-s+1} \\
& =\sum_{N=s-1}^{\infty}\binom{N}{s-1} z^{N-s+1} \\
& =\sum_{N=0}^{\infty}\binom{N+s-1}{s-1} z^{N} .
\end{aligned}
$$

Therefore,

$$
R_{1 . s}(N)=\binom{N+s-1}{s-1}
$$

This completes the proof.

### 5.3 The Hardy-Littlewood decomposition

For $k \geq 2$ there is no easy way to compute-or even to estimate $-r_{k, s}(N)$ for large $N$. It was a great achievement of Hardy and Littlewood to obtain an asymptotic formula for $r_{k . s}(N)$ for all $k \geq 2$ and $s \geq s_{0}(k)$. In this chapter, we shall prove the Hardy-Littlewood asymptotic formula for $s \geq 2^{k}+1$. For $N \geq 2^{k}$, let

$$
\begin{equation*}
P=\left[N^{1 / k}\right] \tag{5.2}
\end{equation*}
$$

and

$$
\begin{equation*}
F(\alpha)=\sum_{m=1}^{P} e\left(\alpha m^{k}\right) \tag{5.3}
\end{equation*}
$$

The trigonometric polynomial $F(\alpha)$ is the generating function for representing $N$ as the sum of $k$ th powers. The basis of the circle method is the simple formula

$$
\begin{equation*}
r_{k, s}(N)=\int_{0}^{1} F(\alpha)^{s} e(-N \alpha) d \alpha \tag{5.4}
\end{equation*}
$$

We cannot compute this integral explicitly in terms of elementary functions. By carefully estimating the integral, however, we shall derive the Hardy-Littlewood asymptotic formula.

The first step is to decompose the unit interval $[0,1]$ into two disjoint sets, called the major arcs $\mathfrak{N}$ and the minor arcs $\mathfrak{m}$, and to cvaluate the integral separately over both sets. The major arcs will consist of all real numbers $\alpha \in[0,1]$ that can. in a certain sense, be "well approximated" by rational numbers, and the minor arcs consist of the numbers $\alpha \in[0,1]$ that cannot be well approximated. Although most of the mass of the unit interval lies in the minor arcs, it will follow from Weyl's inequality and Hua's lemma that the integral of $f(\alpha)^{\prime} e(-N \alpha)$ over the minor ares is negligible. The integral over the major ares will factor into the product of two terms: the "singular integral" $J(N)$ and the "singular series" $\mathcal{G}(N)$. The singular integral will be evaluated in terms of the Gamma function, and the singular series will be estimated by elementary number theory.

The major and minor arcs are constructed as follows. Let $N \geq 2^{2}$. Then $P=$ $\left[N^{1 / k}\right] \geq 2$. Choose

$$
0<v<1 / 5 .
$$

For

$$
\begin{aligned}
1 & \leq q \leq P^{v}, \\
0 & \leq a \leq q,
\end{aligned}
$$

and

$$
(a, q)=1,
$$

we let

$$
\mathfrak{M}(q, a)=\left\{\alpha \in[0,1]:\left|\alpha-\frac{a}{q}\right| \leq \frac{1}{P^{k-v}}\right\}
$$

and

$$
\mathfrak{M}=\bigcup_{1 \leq q \leq p v} \bigcup_{\substack{a, 0 \\(a, q)-1}}^{q} \mathfrak{M}(q, a) .
$$

The interval $\mathfrak{M}(q, a)$ is called a major arc, and $\mathfrak{M}$ is the set of all major arcs. We see that

$$
\begin{gathered}
\mathfrak{M}(1,0)=\left[0, \frac{1}{P^{k-v}}\right], \\
\mathfrak{M}(1,1)=\left[1-\frac{1}{P^{k-v}}, 1\right],
\end{gathered}
$$

and

$$
\mathfrak{M}(q, a)=\left[\frac{a}{q}-\frac{1}{P^{k-v}}, \frac{a}{q}+\frac{1}{P^{k-v}}\right]
$$

for $q \geq 2$. The major arcs consist of all real numbers $\alpha \in[0,1]$ that are well approximated by rationals in the sense that they are close, within distance $P^{1-k}$. to a rational number with denominator no greater than $P^{\nu}$.

If $\alpha \in \mathfrak{M}(q, a) \cap \mathfrak{M}\left(q^{\prime}, a^{\prime}\right)$ and $a / q \neq a^{\prime} / q^{\prime}$, then $\left|a q^{\prime}-a^{\prime} q\right| \geq 1$ and

$$
\begin{aligned}
\frac{1}{P^{2 v}} & \leq \frac{1}{q q^{\prime}} \\
& \leq\left|\frac{a}{q}-\frac{a^{\prime}}{q^{\prime}}\right| \\
& \leq\left|\alpha-\frac{a}{q}\right|+\left|\alpha-\frac{a^{\prime}}{q^{\prime}}\right| \\
& \leq \frac{2}{P^{k-v}}
\end{aligned}
$$

which is impossible for $P \geq 2$ and $k \geq 2$. Therefore, the major arcs $\mathfrak{M}(q, a)$ are pairwise disjoint.

The measure of the set $\mathfrak{M}(1,0) \cup \mathfrak{M}(1,1)$ is $2 P^{v-k}$, and, for every $q \geq 2$ and $(a, q)=1$, the measure of the major $\operatorname{arc} \mathfrak{M}(q, a)$ is $2 P^{\nu-k}$. For every $q \geq 2$ there are exactly $\varphi(q)$ positive integers $a$ such that $1 \leq a \leq q$ and $(q, a)=1$. It follows that the measure of the set $\mathfrak{M}$ of major arcs is

$$
\begin{align*}
\mu(\mathfrak{M}) & =\frac{2}{P^{k-v}} \sum_{1 \leq q \leq P^{v}} \varphi(q) \leq \frac{2}{P^{k-v}} \sum_{1 \leq q \leq P^{v}} q \\
& \leq \frac{2}{P^{k-v}} \frac{P^{v}\left(P^{v}+1\right)}{2} \leq \frac{2}{P^{k-3 v}} \tag{5.5}
\end{align*}
$$

which goes to zero as $P$ goes to infinity.
The set

$$
\mathfrak{m}=[0,1] \backslash \mathfrak{M}
$$

is called the set of minor arcs. This set is a finite union of open intervals and consists of all $\alpha \in[0,1]$ that are not well approximated by rationals. The measure of the set of minor arcs is

$$
\mu(\mathfrak{m})=1-\mu(\mathfrak{M})>1-\frac{2}{P^{k-3 v}}
$$

Even though the measure of the set $m$ is large in the sense that it tends to 1 as $P$ tends to infinity, we shall prove in the next section that the integral over the minor arcs contributes only a negligible amount to $r_{k . s}(N)$.

### 5.4 The minor arcs

We shall now show that the integral over the minor arcs is small.
Theorem 5.2 Let $k \geq 2$ and $s \geq 2^{k}+1$. There exists $\delta_{1}>0$ such that

$$
\int_{\mathfrak{m}} F(\alpha)^{s} e(-N \alpha) d \alpha=O\left(P^{s-k-\delta_{1}}\right)
$$

where the implied constant depends only on $k$ and $s$.

Proof. By Dirichlet's theorem (Theorem 4.1) with $Q=P^{k-v}$, to cvery real number $\alpha$ there corresponds a fraction $a / q$ such that

$$
1 \leq q \leq P^{k-\nu}, \quad(a, q)=1
$$

and

$$
\left|\alpha-\frac{a}{q}\right| \leq \frac{1}{q P^{k-v}} \leq \min \left(\frac{1}{P^{k-v}}, \frac{1}{q^{2}}\right) .
$$

If $\alpha \in \mathfrak{m}$, then $\alpha \notin \mathfrak{M}(1,0) \cup \mathfrak{M}(1,1)$, so

$$
\frac{1}{P^{k-v}}<\alpha<1-\frac{1}{P^{k-v}}
$$

and $1 \leq a \leq q-1$. If $q \leq P^{v}$, then

$$
\left|\alpha-\frac{a}{q}\right| \leq \frac{1}{P^{k-v}}
$$

implies that

$$
\alpha \in \mathfrak{M}(q, a) \subseteq \mathfrak{M}=[0,1] \backslash \mathfrak{m}
$$

which is absurd. Therefore,

$$
P^{v}<q \leq P^{k-1} .
$$

Let

$$
\begin{equation*}
K=2^{k-1} \tag{5.6}
\end{equation*}
$$

It follows from Weyl's inequality (Theorem 4.3) with $f(x)=\alpha x^{k}$ that

$$
\begin{aligned}
F(\alpha) & \ll P^{1+\varepsilon}\left(P^{-1}+q^{-1}+P^{-k} q\right)^{1 / K} \\
& \ll P^{1+\varepsilon}\left(P^{-1}+P^{-v}+P^{-k} P^{k-v}\right)^{1 / K} \\
& \ll P^{1+\varepsilon-\nu / K} .
\end{aligned}
$$

Applying Hua's lemma (Theorem 4.6), we obtain

$$
\begin{aligned}
\left|\int_{\mathfrak{m}} F(\alpha)^{s} e(-n \alpha) d \alpha\right| & =\left|\int_{\mathfrak{m}} F(\alpha)^{s-2^{k}} F(\alpha)^{2^{k}} e(-n \alpha) d \alpha\right| \\
& \leq \int_{\mathfrak{m}}|F(\alpha)|^{s-2^{k}}|F(\alpha)|^{2^{k}} d \alpha \\
& \leq \max _{\alpha \in \mathfrak{m}}|F(\alpha)|^{s-2^{k}} \int_{0}^{1}|F(\alpha)|^{2^{k}} d \alpha \\
& \ll\left(P^{1+\varepsilon-v / K)}\right)^{s-2^{k}} P^{2^{k}-k+\varepsilon} \\
& =P^{s-k-\delta_{1}},
\end{aligned}
$$

where

$$
\delta_{1}=\frac{\nu\left(s-2^{k}\right)}{K}-\left(s-2^{k}+1\right) \varepsilon>0
$$

if $\varepsilon>0$ is chosen sufficiently small. This completes the proof.

### 5.5 The major arcs

We introduce the auxiliary functions

$$
v(\beta)=\sum_{m=1}^{N} \frac{1}{k} m^{1 / k-1} e(\beta m)
$$

and

$$
S(q, a)=\sum_{r=1}^{q} e\left(a r^{k} / q\right)
$$

We shall prove that if $\alpha$ lies in the major arc $\mathfrak{M}(q, a)$, then $F(\alpha)$ is the product of $S(q, a) / q$ and $v(\alpha-a / q)$, plus a small error term. We begin by estimating these functions.

Clearly, $|S(q, a)| \leq q$. By Weyl's inequality (Theorem 4.4), we have

$$
S(q, a) \ll q^{1-1 / K+\varepsilon}
$$

and

$$
\begin{equation*}
\frac{S(q, a)}{q} \ll q^{-1 / K+\varepsilon} \tag{5.7}
\end{equation*}
$$

where the implied constant depends only on $\varepsilon$.
Lemma 5.1 If $|\beta| \leq 1 / 2$, then

$$
v(\beta) \ll \min \left(P,|\beta|^{-1 / k}\right)
$$

Proof. The function

$$
f(x)=\frac{1}{k} x^{1 / k-1}
$$

is positive, continuous, and decreasing for $x \geq 1$. By Lemma A.2, it follows that

$$
\begin{aligned}
|v(\beta)| & \leq \sum_{m=1}^{N} \frac{1}{k} m^{1 / k-1} \\
& \leq \int_{1}^{N} k^{-1} x^{1 / k-1} d x+f(1) \\
& <N^{1 / k} \\
& \ll P .
\end{aligned}
$$

If $|\beta| \leq 1 / N$, then $P \leq N^{1 / k} \leq|\beta|^{-1 / k}$ and $v(\beta) \ll \min \left(P,|\beta|^{-1 / k}\right)$.
Suppose that $1 / N<|\beta| \leq 1 / 2$. Then $|\beta|^{-1 / k} \ll P$. Let $M=\left[|\beta|^{-1}\right]$. Then

$$
M \leq \frac{1}{\beta}<M+1 \leq N .
$$

Let $U(t)=\sum_{m \leq t} e(\beta m)$. By Lemma 4.7, we have $U(t) \ll\|\beta\|^{-1}=|\beta|^{-1}$. By partial summation (Theorem A.4),

$$
\begin{aligned}
\sum_{m=M+1}^{N} \frac{1}{k} m^{1 / k-1} e(\beta m) & =f(N) U(N)-f(M) U(M)-\int_{M}^{N} U(t) f^{\prime}(t) d t \\
& \ll \frac{M^{1 / k-1}}{|\beta|} \\
& \leq|\beta|^{-1 / k} \\
& \ll \min \left(P,|\beta|^{-1 / k}\right)
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
v(\beta) & =\sum_{m=1}^{M} \frac{1}{k} m^{1 / k-1} e(\beta m)+\sum_{m=M+1}^{N} \frac{1}{k} m^{1 / k-1} e(\beta m) \\
& \ll \min \left(P,|\beta|^{-1 / k}\right)
\end{aligned}
$$

This completes the proof.
Lemma 5.2 Let $q$ and $a$ be integers such that $1 \leq q \leq P^{v}, 0 \leq a \leq q$, and $(a, q)=1$. If $\alpha \in \mathfrak{M}(q, a)$, then

$$
F(\alpha)=\left(\frac{S(q, a)}{q}\right) v\left(\alpha-\frac{a}{q}\right)+O\left(P^{2 v}\right)
$$

Proof. Let $\beta=\alpha-a / q$. Then $|\beta| \leq P^{\nu-k}$ and

$$
\begin{aligned}
& F(\alpha)-\frac{S(q, a)}{q} v(\beta) \\
& =\sum_{m=1}^{P} e\left(\alpha m^{k}\right)-\frac{S(q, a)}{q} \sum_{m=1}^{N} \frac{1}{k} m^{1 / k-1} e(\beta m) \\
& =\sum_{m=1}^{P} e\left(\frac{a m^{k}}{q}\right) e\left(\beta m^{k}\right)-\frac{S(q, a)}{q} \sum_{m=1}^{N} \frac{1}{k} m^{1 / k-1} e(\beta m) \\
& =\sum_{m=1}^{N} u(m) e(\beta m)
\end{aligned}
$$

where

$$
u(m)= \begin{cases}e(a m / q)-(S(q, a) / q) k^{-1} m^{1 / k-1} & \text { if } m \text { is a } k \text { th power } \\ -(S(q, a) / q) k^{-1} m^{1 / k-1} & \text { otherwise }\end{cases}
$$

We shall estimate the last sum. Let $y \geq 1$. Since $|S(q, a)| \leq q$, we have

$$
\sum_{1 \leq m \leq y} e\left(a m^{k} / q\right)=\sum_{r=1}^{q} e\left(a r^{k} / q\right) \sum_{\substack{1 \leq m \leq y \\ m=r(m \operatorname{mad} q)}} 1
$$

$$
\begin{aligned}
& =S(q, a)\left(\frac{y}{q}+O(1)\right) \\
& =y\left(\frac{S(q, a)}{q}\right)+O(q)
\end{aligned}
$$

Let $t \geq 1$. Since $v(\beta) \ll P$, we have

$$
\begin{aligned}
U(t) & =\sum_{1 \leq m \leq t} u(m) \\
& =\sum_{1 \leq m \leq t^{1 / k}} e\left(a m^{k} / q\right)-\frac{S(q, a)}{q} \sum_{1 \leq m \leq t} \frac{1}{k} m^{1 / k-1} \\
& =t^{1 / k}\left(\frac{S(q, a)}{q}\right)+O(q)-\left(\frac{S(q, a)}{q}\right)\left(t^{1 / k}+O(1)\right) \\
& =O(q) .
\end{aligned}
$$

By partial summation,

$$
\begin{aligned}
\sum_{m=1}^{N} u(m) e(\beta m) & =e(\beta N) U(N)-2 \pi i \beta \int_{1}^{N} e(\beta t) U(t) d t \\
& =O(q)-2 \pi i \beta \int_{1}^{N} e(\beta t) O(q) d t \\
& \ll q+|\beta| N q \\
& \ll(1+|\beta| N) q \\
& \ll\left(1+P^{v-k} P^{k}\right) P^{v} \\
& \ll P^{2 v}
\end{aligned}
$$

This completes the proof.
Theorem 5.3 Let

$$
\mathfrak{S}(N, Q)=\sum_{1 \leq q \leq Q} \sum_{\substack{a=1 \\ 0.9 q-1}}^{q}\left(\frac{S(q, a)}{q}\right)^{s} e(-N a / q)
$$

and

$$
J^{*}(N)=\int_{-p^{v-1}}^{p^{v-1}} v(\beta)^{s} e(-N \beta) d \beta
$$

Let $\mathfrak{M}$ denote the set of major arcs. Then

$$
\int_{\mathfrak{M}} F(\alpha)^{s} e(-N \alpha) d \alpha=\mathfrak{S}\left(N, P^{v}\right) J^{*}(N)+O\left(P^{s-k-\delta_{2}}\right)
$$

where $\delta_{2}=(1-5 v) / k>0$.

Proof. Let $\alpha \in \mathfrak{M}(q, a)$ and

$$
\beta=\alpha-\frac{a}{q}
$$

Let

$$
V=V(\alpha, q, a)=\frac{S(q, a)}{q} v\left(\alpha-\frac{a}{q}\right)=\frac{S(q, a)}{q} v(\beta)
$$

Since $|S(q, a)| \leq q$, we have $|V| \ll|v(\beta)| \ll P$ by Lemma 5.1. Let $F=F(\alpha)$.
Then $|F| \leq P$. Since $F-V=O\left(P^{2 v}\right)$ by Lemma 5.2, it follows that

$$
\begin{aligned}
F^{s}-V^{s} & =(F-V)\left(F^{s-1}+F^{s-2} V+\cdots+V^{s-1}\right) \\
& \ll P^{2 v} P^{s-1} \\
& =P^{s-1+2 v}
\end{aligned}
$$

Since $\mu(\mathfrak{M}) \ll P^{3 v-k}$ by (5.5). it follows that

$$
\int_{\mathfrak{M}}\left|F^{s}-V^{s}\right| d \alpha \ll P^{3 v-k} P^{s-1+2 v}=P^{s-k-\delta_{2}}
$$

where $\delta_{2}=1-5 v>0$. Therefore,

$$
\begin{aligned}
& \int_{\mathfrak{M}} F(\alpha)^{s} e(-N \alpha) d \alpha \\
& =\int_{\mathfrak{M}} V(\alpha, q, a)^{s} e(-N \alpha) d \alpha+O\left(P^{s-k-\delta_{2}}\right) \\
& =\sum_{1 \leq q \leq P^{v}} \sum_{\substack{a, \mathcal{N} \\
(a, q-1}}^{q} \int_{\mathfrak{M}_{(q, a)}} V(\alpha, q, a)^{s} e(-N \alpha) d \alpha+O\left(P^{r-k-\delta_{2}}\right)
\end{aligned}
$$

For $q \geq 2$, we have

$$
\begin{aligned}
& \int_{\mathfrak{M}_{(q, a)}} V(\alpha, q, a)^{s} e(-N \alpha) d \alpha \\
& =\int_{a / q-p^{n-k}}^{a / q+P^{v-4}} V(\alpha, q, a)^{s} e(-N \alpha) d \alpha \\
& =\int_{-p^{n}}^{p^{v i k}} V(\beta+a / q, q, a)^{s} e(-N(\beta+a / q)) d \beta \\
& =\left(\frac{S(q, a)}{q}\right)^{s} e(-N a / q) \int_{-p^{n-k}}^{p^{n-1}} v(\beta)^{s} e(-N \beta) d \beta \\
& =\left(\frac{S(q, a)}{q}\right)^{s} e(-N a / q) J^{*}(N)
\end{aligned}
$$

For $q=1$ we have $V(\alpha, 1,0)=v(\alpha)$ and $V(\alpha, 1,1)=v(\alpha-1)$. Therefore,

$$
\int_{\mathfrak{M}_{(1,0)}} V(\alpha, q, a)^{s} e(-N \alpha) d \alpha+\int_{\mathfrak{M}_{(1.1)}} V(\alpha, q, a)^{\mathfrak{s}} e(-N \alpha) d \alpha
$$

$$
\begin{aligned}
& =\int_{0}^{p^{r-i}} v(\alpha)^{s} e(-N \alpha) d \alpha+\int_{1-p^{n-k}}^{1} v(\alpha-1)^{s} e(-N \alpha) d \alpha \\
& =\int_{0}^{p^{r-k}} v(\beta)^{s} e(-N \beta) d \beta+\int_{-p^{v-i}}^{0} v(\beta)^{s} e(-N \beta) d \beta \\
& =J^{*}(N) .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
& \int_{\mathfrak{M}} F(\alpha)^{s} e(-N \alpha) d \alpha \\
& =\sum_{1 \leq q \leq P^{v}} \sum_{\substack{a=1 \\
(a, q)-1}}^{q}\left(\frac{S(q, a)}{q}\right)^{s} e(-N a / q) J^{*}(N)+O\left(P^{s-k-\delta_{2}}\right) \\
& =\mathfrak{S}\left(N, P^{\nu}\right) J^{*}(N)+O\left(P^{s-k-\delta_{2}}\right) .
\end{aligned}
$$

This completes the proof.

### 5.6 The singular integral

Next we consider the integral

$$
\begin{equation*}
J(N)=\int_{-1 / 2}^{1 / 2} v(\beta)^{s} e(-\beta N) d \beta \tag{5.8}
\end{equation*}
$$

This is called the singular integral for Waring's problem.
Theorem 5.4 There exists $\delta_{3}>0$ such that

$$
J(N) \ll P^{s-k}
$$

and

$$
J^{*}(N)=J(N)+O\left(P^{s-k-\delta_{3}}\right)
$$

Proof. By Lemma 5.1,

$$
\begin{aligned}
J(N) & \ll \int_{0}^{1 / 2} \min \left(P,|\beta|^{-1 / k}\right)^{s} d \beta \\
& =\int_{0}^{1 / N} \min \left(P,|\beta|^{-1 / k}\right)^{s} d \beta+\int_{1 / N}^{1 / 2} \min \left(P,|\beta|^{-1 / k}\right)^{s} d \beta \\
& =\int_{0}^{1 / N} P^{s} d \beta+\int_{1 / N}^{1 / 2} \beta^{-s / k} d \beta \\
& \ll P^{s-k}
\end{aligned}
$$

and

$$
\begin{aligned}
J(N)-J^{*}(N) & =\int_{P^{r-k} \leq|\beta| \leq 1 / 2} v(\beta)^{s} e(-N \beta) d \beta \\
& \ll \int_{P^{--k}}^{1 / 2}|v(\beta)|^{s} d \beta \\
& \ll \int_{P^{n} \cdot k}^{1 / 2} \beta^{-s / k} d \beta \\
& \ll P^{(k-1)(s / k-1)} \\
& =P^{s-k-\delta_{3}}
\end{aligned}
$$

where $\delta_{3}=v(s / k-1)>0$. This completes the proof.
Lemma 5.3 Let $\alpha$ and $\beta$ be real numbers such that $0<\beta<1$ and $\alpha=\beta$. Then

$$
\sum_{m=1}^{N-1} m^{\beta-1}(N-m)^{\alpha-1}=N^{\alpha+\beta-1} \frac{\Gamma(\alpha) \Gamma(\beta)}{\Gamma(\alpha+\beta)}+O\left(N^{\alpha-1}\right)
$$

where the implied constant depends only on $\beta$.
Proof. The function

$$
g(x)=x^{\beta-1}(N-x)^{\alpha-1}
$$

is positive and continuous on $(0, N)$, integrable on $[0, N]$, and

$$
\begin{aligned}
\int_{0}^{N} g(x) d x & =\int_{0}^{N} x^{\beta-1}(N-x)^{\alpha-1} d x \\
& =N^{\alpha+\beta-1} \int_{0}^{1} t^{\beta-1}(1-t)^{\alpha-1} d t \\
& =N^{\alpha+\beta-1} B(\alpha, \beta) \\
& =N^{\alpha+\beta-1} \frac{\Gamma(\alpha) \Gamma(\beta)}{\Gamma(\alpha+\beta)}
\end{aligned}
$$

where $B(\alpha, \beta)$ is the Beta function and $\Gamma(\alpha)$ is the Gamma function.
If $\alpha \geq 1$, then

$$
f^{\prime}(x)=g(x)\left(\frac{\beta-1}{x}-\frac{\alpha-1}{N-x}\right)<0
$$

and so $g(x)$ is decreasing on $(0, N)$ and

$$
\int_{1}^{N} g(x) d x<\sum_{m=1}^{N-1} g(x)<\int_{0}^{N-1} g(x) d x
$$

Therefore,

$$
0<\int_{0}^{N} g(x) d x-\sum_{m=1}^{N-1} g(m)
$$

$$
\begin{aligned}
& <\int_{0}^{1} g(x) d x \\
& =\int_{0}^{1} x^{\beta-1}(N-x)^{\alpha-1} d x \\
& \leq N^{\alpha-1} \int_{0}^{1} x^{\beta-1} d x \\
& =\frac{N^{\alpha-1}}{\beta} .
\end{aligned}
$$

If $0<\beta \leq \alpha<1$, then $0<\alpha+\beta<2$ and $g(x)$ has a local minimum at

$$
c=\frac{(1-\beta) N}{2-\alpha-\beta} \in[N / 2, N)
$$

Since $g(x)$ is strictly decreasing for $x \in(0, c)$, it follows that

$$
\sum_{m=1}^{[c]} g(m)<\int_{0}^{c} g(x) d x
$$

and

$$
\begin{aligned}
\sum_{m=1}^{[c]} g(m) & \geq \int_{1}^{[c]} g(x) d x+g([c]) \\
& >\int_{1}^{c} g(x) d x \\
& >\int_{0}^{c} g(x) d x-\frac{N^{\alpha-1}}{\beta}
\end{aligned}
$$

Similarly, since $g(x)$ is increasing for $x \in(c, N)$, it follows that

$$
\sum_{m=[c]+1}^{N-1} g(m)<\int_{c}^{N} g(x) d x
$$

and

$$
\begin{aligned}
\sum_{m=[c]+1}^{N-1} g(m) & \geq \int_{[c]+1}^{N-1} g(x) d x+g([c]+1) \\
& >\int_{c}^{N-1} g(x) d x \\
& >\int_{c}^{N} g(x) d x-\frac{N^{\beta-1}}{\alpha} .
\end{aligned}
$$

Therefore,

$$
0<\int_{0}^{N} g(x) d x-\sum_{m=1}^{N-1} g(m)<\frac{N^{\alpha-1}}{\beta}+\frac{N^{\beta-1}}{\alpha} \leq \frac{2 N^{\alpha-1}}{\beta}
$$

This completes the proof.

## Theorem 5.5 If $s \geq 2$, then

$$
J(N)=\Gamma\left(1+\frac{1}{k}\right)^{s} \Gamma\left(\frac{s}{k}\right)^{-1} N^{s / k-1}+O\left(N^{(s-1) / k-1}\right)
$$

Proof. Let

$$
J_{s}(N)=\int_{-1 / 2}^{1 / 2} v(\beta)^{s} e(-N \beta) d \beta
$$

for $s \geq 1$. We shall compute this integral by induction on $s$. Since

$$
v(\beta)=\sum_{m=1}^{N} \frac{1}{k} m^{1 / k-1} e(\beta m)
$$

it follows that

$$
v(\beta)^{s}=k^{-s} \sum_{m_{1}=1}^{N} \cdots \sum_{m_{s}=1}^{N}\left(m_{1} \cdots m_{s}\right)^{1 / k-1} e\left(\left(m_{1}+\cdots+m_{s}\right) \beta\right)
$$

and so

$$
\begin{aligned}
J_{s}(N) & =k^{-s} \sum_{m_{1}=1}^{N} \cdots \sum_{m_{s}=1}^{N}\left(m_{1} \cdots m_{s}\right)^{1 / k-1} \int_{-1 / 2}^{1 / 2} e\left(\left(m_{1}+\cdots+m_{s}-N\right) \beta\right) d \beta \\
& =k^{-s} \sum_{\substack{1, c \\
1 \leq m_{s}-N \\
1 \leq m_{i} \leq N}}\left(m_{1} \cdots m_{s}\right)^{1 / k-1} .
\end{aligned}
$$

In particular, for $s=2$, we apply Lemma 5.3 with $\alpha=\beta=1 / k$ and obtain

$$
\begin{aligned}
J_{2}(N) & =k^{-2} \sum_{m=1}^{N-1} m^{1 / k-1}(N-m)^{1 / k-1} \\
& =\frac{(1 / k)^{2} \Gamma(1 / k)^{2}}{\Gamma(2 / k)} N^{2 / k-1}+O\left(N^{1 / k-1}\right) \\
& =\frac{\Gamma(1+1 / k)^{2}}{\Gamma(2 / k)} N^{2 / k-1}+O\left(N^{1 / k-1}\right)
\end{aligned}
$$

This proves the result in the case where $s=2$.
If $s \geq 2$ and the theorem holds for $s$, then

$$
\begin{aligned}
J_{s+1}(N) & =\int_{-1 / 2}^{1 / 2} v(\beta)^{s+1} e(-N \beta) d \beta \\
& =\int_{-1 / 2}^{1 / 2} v(\beta) v(\beta)^{s} e(-N \beta) d \beta \\
& =\int_{-1 / 2}^{1 / 2} \sum_{m=1}^{N} \frac{1}{k} m^{1 / k-1} e(\beta m) v(\beta)^{s} e(-N \beta) d \beta
\end{aligned}
$$

$$
\begin{aligned}
= & \sum_{m=1}^{N} \frac{1}{k} m^{1 / k-1} \int_{-1 / 2}^{1 / 2} v(\beta)^{s} e(-(N-m) \beta) d \beta \\
= & \sum_{m=1}^{N} \frac{1}{k} m^{1 / k-1} J_{s}(N-m) \\
= & \frac{\Gamma(1+1 / k)^{s}}{\Gamma(s / k)} \sum_{m=1}^{N-1} \frac{1}{k} m^{1 / k-1}(N-m)^{s / k-1} \\
& +O\left(\sum_{m=1}^{N-1} \frac{1}{k} m^{1 / k-1}(N-m)^{(s-1) / k-1}\right) .
\end{aligned}
$$

Applying Lemma 5.3 to the main term (with $\alpha=s / k$ and $\beta=1 / k$ ) and the error term (with $\alpha=(s-1) / k$ and $\beta=1 / k$ ), we obtain

$$
\sum_{m=1}^{N-1} \frac{1}{k} m^{1 / k-1}(N-m)^{s / k-1}=\frac{(1 / k) \Gamma(1 / k) \Gamma(s / k)}{\Gamma((s+1) / k)} N^{(s+1) / k-1}+O\left(N^{s / k-1}\right)
$$

and

$$
\sum_{m=1}^{N-1} \frac{1}{k} m^{1 / k-1}(N-m)^{(s-1) / k-1}=O\left(N^{s / k-1}\right)
$$

This gives

$$
\begin{aligned}
J_{s+1}(N) & =\frac{(1 / k) \Gamma(1 / k) \Gamma(s / k)}{\Gamma((s+1) / k)} \frac{\Gamma(1+1 / k)^{s}}{\Gamma(s / k)} N^{(s+1) / k-1}+O\left(N^{s / k-1}\right) \\
& =\frac{\Gamma(1+1 / k)^{s+1}}{\Gamma((s+1) / k)} N^{(s+1) / k-1}+O\left(N^{s / k-1}\right)
\end{aligned}
$$

This completes the induction.

### 5.7 The singular series

In Theorem 5.3, we introduced the function

$$
\mathfrak{S}(N, Q)=\sum_{1 \leq q \leq Q} A_{N}(q)
$$

where

$$
A_{N}(q)=\sum_{\substack{a, 1 \\(0, q-1}}^{q}\left(\frac{S(q, a)}{q}\right)^{s} e\left(\frac{-N a}{q}\right) .
$$

We define the singular series for Waring's problem as the arithmetic function

$$
\mathfrak{S}(N)=\sum_{q=1}^{\infty} A_{N}(q)
$$

Let

$$
0<\varepsilon<\frac{1}{s K}
$$

Since $s \geq 2^{k}+1=2 K+1$, we have

$$
\frac{s}{K}-1-s \varepsilon \geq 1+\frac{1}{K}-s \varepsilon=1+\delta_{4}
$$

where

$$
\delta_{4}=\frac{1}{K}-s \varepsilon>0
$$

By (5.7),

$$
\begin{equation*}
A_{N}(q) \ll \frac{q}{q^{s / K-s \varepsilon}} \leq \frac{1}{q^{1+\delta_{4}}} \tag{5.9}
\end{equation*}
$$

and so the singular series $\sum_{q} A_{N}(q)$ converges absolutely and uniformly with respect to $N$. In particular, there exists a constant $c_{2}=c_{2}(k, s)$ such that

$$
\begin{equation*}
|\mathfrak{S}(N)|<c_{2} \tag{5.10}
\end{equation*}
$$

for all positive integers $N$. Moreover,

$$
\begin{aligned}
\mathfrak{S}(N)-\mathfrak{S}\left(N, P^{v}\right) & =\sum_{q>P^{v}} A_{N}(q) \\
& \ll \sum_{q=-P^{v}} \frac{1}{q^{1+\delta_{4}}} \\
& \ll P^{-\nu \delta_{4}}
\end{aligned}
$$

We shall show that $\mathfrak{S}(N)$ is a positive real number for all $N$ and that there exists a positive constant $c_{1}$ depending only on $k$ and $s$ such that

$$
0<c_{1}<\mathfrak{S}(N)<c_{2}
$$

for all positive integers $N$. The proof is a nice exercise in elementary number theory. We begin by showing that $A_{N}(q)$ is a multiplicative function of $q$.

Lemma 5.4 Let $(q, r)=1$. Then

$$
S(q r, a r+b q)=S(q, a) S(r, b)
$$

Proof. Since $(q, r)=1$, the sets $\{x r: 1 \leq x \leq q\}$ and $\{y q: 1 \leq y \leq r\}$ are complete residue systems modulo $q$ and $r$, respectively. Because every congruence class modulo $q r$ can be written uniquely in the form $x r+y q$, where $1 \leq x \leq q$ and $1 \leq y \leq r$, it follows that

$$
S(q r, a r+b q)=\sum_{m=1}^{q r} e\left(\frac{(a r+b q) m^{k}}{q r}\right)
$$

$$
\begin{aligned}
& =\sum_{x=1}^{q} \sum_{y=1}^{r} e\left(\frac{(a r+b q)(x r+y q)^{k}}{q r}\right) \\
& =\sum_{x=1}^{q} \sum_{y=1}^{r} e\left(\left(\frac{(a r+b q)}{q r}\right) \sum_{\ell=0}^{k}\binom{k}{\ell}(x r)^{\ell}(y q)^{k-i}\right) \\
& =\sum_{x=1}^{q} \sum_{y=1}^{r} e\left(\left(\frac{(a r+b q)}{q r}\right)\left((x r)^{k}+(y q)^{k}\right)\right) \\
& =\sum_{x=1}^{q} \sum_{y=1}^{r} e\left(\frac{a(x r)^{k}}{q}\right) e\left(\frac{b(y q)^{k}}{r}\right) \\
& =\sum_{x=1}^{4} e\left(\frac{a x^{k}}{q}\right) \sum_{y=1}^{r} e\left(\frac{b y^{k}}{r}\right) \\
& =S(q, a) S(r, b) .
\end{aligned}
$$

This completes the proof.
Lemma 5.5 $\operatorname{If}(q, r)=1$, then

$$
A_{N}(q r)=A_{N}(q) A_{N}(r)
$$

that is, the function $A_{N}(q)$ is multiplicative.
Proof. If $c$ and $q r$ are relatively prime, then $c$ is congruent modulo $q r$ to a number of the form $a r+b q$, where $(a, q)=(b, r)=1$. It follows from Lemma 5.4 that

$$
\begin{aligned}
& A_{N}(q r)=\sum_{\substack{c=1 \\
\left(\cdot q q^{r}\right)=1}}^{q r}\left(\frac{S(q r, c)}{q r}\right)^{s} e\left(-\frac{c N}{q r}\right) \\
& =\sum_{\substack{a=1 \\
(0 . q-1}}^{q} \sum_{\substack{b=1 \\
(b, q)-1}}^{r}\left(\frac{S(q r, a r+b q)}{q r}\right)^{s} e\left(-\frac{(a r+b q) N}{q r}\right) \\
& =\sum_{\substack{a=1 \\
(a, q-1}}^{q} \sum_{\substack{b=1 \\
(b, y-1}}^{r}\left(\frac{S(q, a)}{q}\right)^{s}\left(\frac{S(r, b)}{r}\right)^{s} e\left(-\frac{a N}{q}\right) e\left(-\frac{b N}{r}\right) \\
& =\sum_{\substack{a=1 \\
(a, q)-1}}^{q}\left(\frac{S(q, a)}{q}\right)^{s} e\left(-\frac{a N}{q}\right) \sum_{\substack{b=1 \\
(b, q)-1}}^{r}\left(\frac{S(r, b)}{r}\right)^{s} e\left(-\frac{b N}{r}\right) \\
& =A_{N}(q) A_{N}(r) \text {. }
\end{aligned}
$$

This completes the proof.
For any positive integer $q$, we let $M_{N}(q)$ denote the number of solutions of the congruence

$$
x_{1}^{k}+\cdots+x_{s}^{k} \equiv N \quad(\bmod q)
$$

in integers $x_{i}$ such that $1 \leq x_{i} \leq q$ for $i=1, \ldots, q$.

Lemma 5.6 Let $s \geq 2^{k}+1$. For every prime $p$, the series

$$
\begin{equation*}
\chi_{N}(p)=1+\sum_{h=1}^{\infty} A_{N}\left(p^{h}\right) \tag{5.11}
\end{equation*}
$$

converges, and

$$
\begin{equation*}
\chi_{N}(p)=\lim _{h \rightarrow \infty} \frac{M_{N}\left(p^{h}\right)}{p^{h(s-1)}} \tag{5.12}
\end{equation*}
$$

Proof. The convergence of the series (5.11) follows immediately from inequality (5.9). If $(a, q)=d$, then

$$
\begin{aligned}
S(q, a) & =\sum_{x=1}^{q} e\left(\frac{a x^{k}}{q}\right)=\sum_{x=1}^{q} e\left(\frac{(a / d) x^{k}}{q / d}\right) \\
& =d \sum_{x=1}^{q / d} e\left(\frac{(a / d) x^{k}}{q / d}\right)=d S(q / d, a / d)
\end{aligned}
$$

Since

$$
\frac{1}{q} \sum_{a=1}^{q} e\left(\frac{a m}{q}\right)=\left\{\begin{array}{ll}
1 & \text { if } m \equiv 0 \quad(\bmod q) \\
0 & \text { if } m \neq 0
\end{array}(\bmod q)\right.
$$

it follows that for any integers $x_{1}, \ldots, x_{s}$

$$
\frac{1}{q} \sum_{a=1}^{q} e\left(\frac{a\left(x_{1}^{k}+\cdots+x_{s}^{k}-N\right)}{q}\right)=\left\{\begin{array}{lll}
1 & \text { if } x_{l}^{k}+\cdots+x_{s}^{k} \equiv N \quad(\bmod q) \\
0 & \text { if } x_{1}^{k}+\cdots+x_{s}^{k} \neq N & (\bmod q)
\end{array}\right.
$$

and so

$$
\begin{aligned}
M_{N}(q) & =\sum_{x_{1}=1}^{q} \cdots \sum_{x,=1}^{q} \frac{1}{q} \sum_{a=1}^{q} e\left(\frac{a\left(x_{1}^{k}+\cdots+x_{s}^{k}-N\right)}{q}\right) \\
& =\frac{1}{q} \sum_{a=1}^{q} \sum_{x_{1}=1}^{q} \cdots \sum_{x_{1}=1}^{q} e\left(\frac{a\left(x_{1}^{k}+\cdots+x_{s}^{k}-N\right)}{q}\right) \\
& =\frac{1}{q} \sum_{a=1}^{q} \sum_{x_{1}=1}^{q} e\left(\frac{a x_{1}^{k}}{q}\right) \cdots \sum_{x_{s}=1}^{q} e\left(\frac{a x_{s}^{k}}{q}\right) e\left(\frac{-a N}{q}\right) \\
& =\frac{1}{q} \sum_{a=1}^{q} S(q, a)^{s} e\left(\frac{-a N}{q}\right) \\
& =\frac{1}{q} \sum_{d \mid q} \sum_{\substack{a=1 \\
(a . q)-d}}^{q} S(q, a)^{s} e\left(\frac{-a N}{q}\right) \\
& =\frac{1}{q} \sum_{d \mid q} \sum_{\substack{a=1 \\
(a . q n d}}^{q} d^{s} S(q / d, a / d)^{s} e\left(\frac{-(a / d) N}{q / d}\right)
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{1}{q} \sum_{d \mid q} \sum_{\substack{a-1 \\
(a, a) d}}^{q} q^{s}\left(\frac{S(q / d, a / d)}{q / d}\right)^{s} e\left(\frac{-(a / d) N}{q / d}\right) \\
& =q^{s-1} \sum_{d \mid q} A_{N}(q / d)
\end{aligned}
$$

Therefore,

$$
\sum_{d \mid q} A_{N}(q / d)=q^{1-s} M_{N}(q)
$$

for all $q \geq 1$. In particular, for $q=p^{h}$ we have

$$
1+\sum_{j=1}^{h} A_{N}\left(p^{j}\right)=\sum_{d \mid p^{h}} A_{N}\left(p^{h} / d\right)=p^{h(1-s)} M_{N}\left(p^{h}\right)
$$

and so

$$
\begin{aligned}
\chi_{N}(p) & =\lim _{h \rightarrow \infty}\left(1+\sum_{j=1}^{h} A_{N}\left(p^{j}\right)\right) \\
& =\lim _{h \rightarrow \infty} p^{h(1-s)} M_{N}\left(p^{h}\right)
\end{aligned}
$$

This completes the proof.
Lemma 5.7 If $s \geq 2^{k}+1$, then

$$
\begin{equation*}
\mathfrak{S}(N)=\prod_{p} \chi_{N}(p) \tag{5.13}
\end{equation*}
$$

Moreover, there exists a constant $c_{2}$ depending only on $k$ and such that

$$
0<\mathfrak{S}(N)<c_{2}
$$

for all $N$, and there exists a prime $p_{0}$ depending only on $k$ and $s$ such that

$$
\begin{equation*}
1 / 2 \leq \prod_{p>p_{0}} \chi_{N}(p) \leq 3 / 2 \tag{5.14}
\end{equation*}
$$

for all $N \geq 1$.
Proof. We proved that if $s \geq 2^{k}+1$, then

$$
A_{N}(q) \ll \frac{1}{q^{1+\delta_{4}}}
$$

where $\delta_{4}$ depends only on $k$ and $s$, and so the series $\sum_{q} A_{N}(q)$ converges absolutely. Since the function $A_{N}(q)$ is multiplicative, Theorem A. 28 immediately implies the convergence of the Euler product (5.13). In particular, $\chi_{N}(p) \neq 0$ for all $N$ and
$p$. Since $\chi_{N}(p)$ is nonnegative by (5.12), it follows that $\chi_{N}(p)$ is a positive real number for all $N$ and $p$, and so the singular series $\mathfrak{S}(N)$ is positive. Again, by (5.9),

$$
0<\mathfrak{S}(N) \leq \sum_{q=1}^{\infty} \frac{1}{q^{1+\delta_{4}}}=c_{2}<\infty
$$

and

$$
\left|\chi_{N}(p)-1\right| \leq \sum_{h=1}^{\infty}\left|A_{N}\left(p^{h}\right)\right| \ll \sum_{h=1}^{\infty} \frac{1}{p^{h\left(1+\delta_{4}\right)}} \ll \frac{1}{p^{1+\delta_{4}}}
$$

Therefore, there exists a constant $c$ depending only on $k$ and $s$ such that

$$
1-\frac{c}{p^{1+\delta_{4}}} \leq \chi_{n}(p) \leq 1+\frac{c}{p^{1+\delta_{4}}}
$$

for all $N$ and $p$. Inequality (5.14) follows from the convergence of the infinite products $\prod_{p}\left(1 \pm c p^{-1-\delta_{4}}\right)$. This completes the proof.

We want to show that $\mathfrak{S}(N)$ is bounded away from 0 uniformly for all $N$. By inequality (5.14), it suffices to show, for every prime $p$, that $\chi_{N}(p)$ is uniformly bounded away from 0 .

Let $p$ be a prime, and let

$$
k=p^{\tau} k_{0}
$$

where $\tau \geq 0$ and $\left(p, k_{0}\right)=1$. We define

$$
\gamma= \begin{cases}\tau+1 & \text { if } p>2 \\ \tau+2 & \text { if } p=2\end{cases}
$$

Lemma 5.8 Let $m$ be an integer not divisible by $p$. If the congruence $x^{k} \equiv m$ $\left(\bmod p^{\gamma}\right)$ is solvable, then the congruence $y^{k} \equiv m\left(\bmod p^{h}\right)$ is solvable for every $h \geq \gamma$.

Proof. There are two cases. In the first case, $p$ is an odd prime. For $h \geq \gamma=\tau+1$, we have

$$
\left(k, \varphi\left(p^{h}\right)\right)=\left(k_{0} p^{\tau},(p-1) p^{h-1}\right)=\left(k_{0}, p-1\right) p^{\tau}=\left(k, \varphi\left(p^{\gamma}\right)\right)
$$

The congruence classes modulo $p^{h}$ that are relatively prime to $p$ form a cyclic group of order $\varphi\left(p^{h}\right)=(p-1) p^{h-1}$. Let $g$ be a generator of this cyclic group, that is, a primitive root modulo $p^{h}$. Then $g$ is also a primitive root modulo $p^{\gamma}$. Let $x^{k} \equiv m \quad\left(\bmod p^{\gamma}\right)$. Then $(x, p)=1$, and we can choose integers $r$ and $u$ such that

$$
x \equiv g^{h} \quad\left(\bmod p^{h}\right)
$$

and

$$
m \equiv g^{r} \quad\left(\bmod p^{h}\right)
$$

Then

$$
k u \equiv r \quad\left(\bmod \varphi\left(p^{\gamma}\right)\right)
$$

and so

$$
r \equiv 0 \quad\left(\bmod \left(k, \varphi\left(p^{\gamma}\right)\right)\right)
$$

and

$$
r \equiv 0 \quad\left(\bmod \left(k, \varphi\left(p^{h}\right)\right)\right)
$$

Therefore, there exists an integer $v$ such that

$$
k v \equiv r \quad\left(\bmod \varphi\left(p^{h}\right)\right)
$$

Let $y=g^{r}$. Then $y^{k} \equiv m \quad\left(\bmod p^{h}\right)$.
In the second case, $p=2$ and so $m$ and $x$ are odd. If $\tau=0$, then $k$ is odd. As $y$ runs through the set of odd congruence classes modulo $2^{h}$, so does $y^{k}$, and the congruence $y^{k} \equiv m\left(\bmod 2^{h}\right)$ is solvable for all $h \geq 1$. If $\tau \geq 1$, then $k$ is even and $m \equiv x^{k} \equiv 1 \quad(\bmod 4)$. Also, $x^{k}=(-x)^{k}$, and so we can assume that $x \equiv 1 \quad(\bmod 4)$. The congruence classes modulo $2^{h}$ that are congruent to 1 modulo 4 form a cyclic subgroup of order $2^{h-2}$, and 5 is a generator of this subgroup. Choose integers $r$ and $u$ such that

$$
m \equiv 5^{r} \quad\left(\bmod 2^{h}\right)
$$

and

$$
x \equiv 5^{u} \quad\left(\bmod 2^{h}\right)
$$

Then $x^{k} \equiv m \quad\left(\bmod 2^{\gamma}\right)$ is equivalent to

$$
k u \equiv r \quad\left(\bmod 2^{\gamma-2}\right)
$$

and so $r$ is divisible by $\left(k, 2^{r}\right)=2^{r}=\left(k, 2^{h-2}\right)$. It follows that there exists an integer $v$ such that

$$
k v \equiv r \quad\left(\bmod 2^{h-2}\right)
$$

Let $y=5^{\prime \prime}$. Then $y^{k} \equiv m \quad\left(\bmod 2^{h}\right)$. This completes the proof.
Lemma 5.9 Let $p$ be prime. If there exist integers $a_{1}, \ldots, a_{5}$, not all divisible by p, such that

$$
a_{1}^{k}+\cdots+a_{s}^{k} \equiv N \quad\left(\bmod p^{\gamma}\right)
$$

then

$$
\chi_{N}(p) \geq \frac{1}{p^{\gamma(1-s)}}>0
$$

Proof. Suppose that $a_{1} \not \equiv 0 \quad(\bmod p)$. Let $h>\gamma$. For each $i=2, \ldots, s$ there exist $p^{h-\gamma}$ pairwise incongruent integers $x_{i}$ such that

$$
x_{i} \equiv a_{i} \quad\left(\bmod p^{h}\right)
$$

Since the congruence

$$
x_{1}^{k} \equiv N-x_{2}^{k}-\cdots-x_{s}^{k} \quad\left(\bmod p^{\gamma}\right)
$$

is solvable with $x_{1}=a_{1} \not \equiv 0(\bmod p)$, it follows from Lemma 5.8 that the congruence

$$
x_{1}^{k} \equiv N-x_{2}^{k}-\cdots-x_{s}^{k} \quad\left(\bmod p^{h}\right)
$$

This implies that

$$
M_{N}\left(p^{h}\right) \geq p^{(h-\gamma \nmid s-1)}
$$

and so

$$
\chi_{N}(p)=\lim _{h \rightarrow \infty} \frac{M_{N}\left(p^{h}\right)}{p^{h(s-1)}} \geq \frac{1}{p^{\gamma(s-1)}}>0
$$

This completes the proof.
Lemma 5.10 If $s \geq 2 k$ for $k$ odd or $s \geq 4 k$ for $k$ even. then

$$
\chi_{N}(p) \geq p^{\gamma(1-s)}>0
$$

Proof. By Lemma 5.9, it suffices to prove that the congruence

$$
\begin{equation*}
a_{1}^{k}+\cdots+a_{s}^{k} \equiv N \quad\left(\bmod p^{\gamma}\right) \tag{5.15}
\end{equation*}
$$

is solvable in integers $a_{i}$ not all divisible by $p$. If $N$ is not divisible by $p$ and the congruence is solvable, then at least one of the integers $a_{i}$ is prime to $p$. If $N$ is divisible by $p$, then it suffices to show that the congruence

$$
a_{1}^{k}+\cdots+a_{s-1}^{k}+1^{k} \equiv N \quad\left(\bmod p^{\gamma}\right)
$$

has a solution in integers. This is equivalent to solving the congruence

$$
a_{1}^{k}+\cdots+a_{s-1}^{k} \equiv N-1 \quad\left(\bmod p^{\gamma}\right)
$$

In this case, $(N-1, p)=1$. Therefore, it suffices to prove that, for $(N, p)=1$, the congruence (5.15) is solvable in integers for $s \geq 2 k-1$ if $p$ is odd and for $s \geq 4 k-1$ if $p$ is even.

Let $p$ be an odd prime and $g$ be a primitive root modulo $p^{\gamma}$. The order of $g$ is $\varphi\left(p^{\gamma}\right)=(p-1) p^{\gamma-1}=(p-1) p^{\tau}$. Let $(m, p)=1$. The integer $m$ is a $k$ th power residue modulo $p^{\gamma}$ if and only if there exists an integer $x$ such that

$$
x^{k} \equiv m \quad\left(\bmod p^{\gamma}\right)
$$

Let $m \equiv g^{r} \quad\left(\bmod p^{\gamma}\right)$. Then $m$ is a $k$ th power residue if and only if there exists an integer $v$ such that $x \equiv g^{\prime \prime} \quad\left(\bmod p^{\gamma}\right)$ and

$$
k v \equiv r \quad\left(\bmod (p-1) p^{\tau}\right)
$$

Since $k=k_{0} p^{\tau}$ with $\left(k_{0}, p\right)=1$, it follows that this congruence is solvable if and only if

$$
r \equiv 0 \quad\left(\bmod \left(k_{0}, p-1\right) p^{\top}\right)
$$

and so there are

$$
\frac{\varphi\left(p^{\gamma}\right)}{\left(k_{0}, p-1\right) p^{\tau}}=\frac{p-1}{\left(k_{0}, p-1\right)}
$$

distinct $k$ th power residues modulo $p^{\gamma}$. Let $s(N)$ denote the smallest integer $s$ for which the congruence (5.15) is solvable, and let $C(j)$ denote the set of all congruence classes $N$ modulo $p^{\gamma}$ such that $(N, p)=1$ and $s(N)=j$. In particular, $C(1)$ consists precisely of the $k$ th power residues modulo $p^{\gamma}$. If $(m, p)=1$ and $N^{\prime}=m^{k} N$, then $s\left(N^{\prime}\right)=s(N)$. It follows that the sets $C(j)$ are closed under multiplication by $k$ th power residues, and so, if $C(j)$ is nonempty, then $|C(j)| \geq$ $(p-1) /\left(k_{0}, p-1\right)$. Let $n$ be the largest integer such that the set $C(n)$ is nonempty. Let $j<n$ and let $N$ be the smallest integer such that $(N, p)=1$ and $s(N)>j$. Since $p$ is an odd prime, it follows that $N-i$ is prime to $p$ for $i=1$ or 2 , and $s(N-i) \leq j$. Since $N=(N-1)+1^{k}$ and $N=(N-2)+1^{k}+1^{k}$, it follows that

$$
j+1 \leq s(N) \leq s(N-i)+2 \leq j+2
$$

and so $s(N-i)=j$ or $j-1$. This implies that no two consecutive sets $C(j)$ are nonempty for $j=1, \ldots, n$, and so the number of nonempty sets $C(j)$ is at least $(n+1) / 2$. Since the sets $C(j)$ are pairwise disjoint, it follows that

$$
(p-1) p^{\tau}=\varphi\left(p^{\gamma}\right)=\sum_{\substack{j=1 \\(i j), 1}}^{n}|C(j)| \geq \frac{n+1}{2} \frac{p-1}{\left(k_{0}, p-1\right)}
$$

and so

$$
n \leq 2\left(k_{0}, p-1\right) p^{\tau}-1 \leq 2 k-1 .
$$

Therefore, $s(N) \leq 2 k-1$ if $p$ is an odd prime and $N$ is prime to $p$.
Let $p=2$. If $k$ is odd, then every odd integer is a $k$ th power residue modulo $2^{\gamma}$, so $s(N)=1$ for all odd integers $N$. If $k$ is even, then $k=2^{\tau} k_{0}$ with $\tau \geq 1$, and $\gamma=\tau+2$. We can assume that $1 \leq N \leq 2^{\gamma}-1$. If

$$
s=2^{\gamma}-1=4 \cdot 2^{\gamma}-1 \leq 4 k-1,
$$

then congruence (5.15) can always be solved by choosing $a_{i}=1$ for $i=1, \ldots, N$ and $a_{i}=0$ for $i=N+1, \ldots s$. Therefore, $s(N) \leq 4 k-1$ for all odd $N$. This completes the proof.

Theorem 5.6 There exist positive constants $c_{1}=c_{1}(k, s)$ and $c_{2}=c_{2}(k, s)$ such that

$$
c_{1}<\mathfrak{S}(N)<c_{2}
$$

Moreover, for all sufficiently large integers $N$,

$$
\mathfrak{S}\left(N, P^{v}\right)=\mathfrak{S}(N)+O\left(P^{-v \delta_{4}}\right)
$$

Proof. The only part of the theorem that we have not yet proved is the lower bound for $\mathfrak{S}(N)$. However, we showed that there exists a prime $p_{0}=p_{0}(k, s)$ such that

$$
1 / 2 \leq \prod_{p>p_{0}} \chi_{N}(p) \leq 3 / 2
$$

for all $N \geq 1$. Since

$$
\chi_{N}(p) \geq p^{\gamma(1-s)}>0
$$

for all primes $p$ and all $N$, it follows that

$$
\mathfrak{S}(N)=\prod_{p} \chi_{N}(p)>\frac{1}{2} \prod_{p \leq p_{0}} \chi_{N}(p) \geq \frac{1}{2} \prod_{p \leq p_{0}} p^{\gamma(1-s)}=c_{1}>0
$$

This completes the proof.

### 5.8 Conclusion

We are now ready to prove the Hardy-Littlewood asymptotic formula.
Theorem 5.7 (Hardy-Littlewood) Let $k \geq 2$ and $s \geq 2^{k}+1$. Let $r_{k, s}(N)$ denote the number of representations of $N$ as the sum of $s k t h$ powers of positive integers. There exists $\delta=\delta(k, s)>0$ such that

$$
r_{k . s}(N)=\mathfrak{S}(N) \Gamma\left(1+\frac{1}{k}\right)^{s} \Gamma\left(\frac{s}{k}\right)^{-1} N^{(s / k)-1}+O\left(N^{(s / k)-1-\delta}\right)
$$

where the implied constant depends only on $k$ and $s$, and $\mathfrak{S}(N)$ is an arithmetic function such that

$$
c_{1}<\mathfrak{S}(N)<c_{2}
$$

for all $N$, where $c_{1}$ and $c_{2}$ are positive constants that depend only on $k$ and $s$.
Proof. Let $\delta_{0}=\min \left(1, \delta_{1}, \delta_{2}, \delta_{3}, v \delta_{4}\right)$. By Theorems 5.2-5.6, we have

$$
\begin{aligned}
r_{k . s}(N)= & \int_{0}^{1} F(\alpha)^{s} e(-\alpha N) d \alpha \\
= & \int_{\mathfrak{M}} F(\alpha)^{s} e(-\alpha N) d \alpha+\int_{\mathfrak{m}} F(\alpha)^{s} e(-\alpha N) d \alpha \\
= & \mathfrak{S}\left(N, P^{v}\right) J^{*}(N)+O\left(P^{s-k-\delta_{2}}\right)+O\left(P^{s-k-\delta_{1}}\right) \\
= & \left(S(N)+O\left(P^{-v \delta_{4}}\right)\right)\left(J(N)+O\left(P^{s-k-\delta_{3}}\right)\right)+O\left(P^{s-k-\delta_{2}}\right) \\
& +O\left(P^{s-k-\delta_{1}}\right) \\
= & \mathfrak{S}(N) J(N)+O\left(P^{s-k-\delta_{0}}\right) \\
= & \mathfrak{S}(N) \Gamma\left(1+\frac{1}{k}\right)^{s} \Gamma\left(\frac{s}{k}\right)^{-1} N^{s / k-1}+O\left(N^{(s-1) / k-1}\right)
\end{aligned}
$$

$$
\begin{aligned}
& +O\left(N^{s / k-1-\delta_{0} / k}\right) \\
= & \mathfrak{G}(N) \Gamma\left(1+\frac{1}{k}\right)^{s} \Gamma\left(\frac{s}{k}\right)^{-1} N^{s / k-1}+O\left(N^{s / k-1-\delta}\right),
\end{aligned}
$$

where $\delta=\delta_{0} / k$. This completes the proof.

### 5.9 Notes

The circle method was invented by Hardy and Ramanujan [50] to obtain the asymptotic formula for the partition function $p(N)$, which counts the number of unordered representations of a positive integer $N$ as the sum of any number of positive integers. The circle method was also applied to study the number of representations of an integer as a sum of squares. See, for example, Hardy [45], and the particularly important work of Kloosterman [71, 72, 73].

In a classic series of papers, "Some problems of 'Partitio Numerorum'," Hardy and Littlewood [47, 48] applied the circle method to Waring's problem. Vinogradov [131, 134, 135] subsequently simplified and strengthened their method. This chapter gives the classical proof of the Hardy-Littlewood formula for $s \geq$ $s_{0}(k)=2^{k}+1$. There is a vast literature on applications of the circle method to Waring's problem as well as to other problems in additive number theory. The books of Davenport [18], Hua [64], Vaughan [125], and Vinogradov [135] are excellent references.

There have been great technological improvements in the circle method in recent years, particularly by the Anglo-Michigan school (for example, Vaughan and Wooley [126, 127, 128, 129, 130, 147, 148]). In particular, Wooley [146] proved that

$$
G(k)<k(\log k+\log \log k+O(1)) .
$$

Another interesting recent result concerns the range of validity of the HardyLittlewood asymptotic formula. Let $\tilde{G}(k)$ denote the smallest integer $s_{0}$ such that the Hardy-Littlewood asymptotic formula (5.1) holds for all $s \geq s_{0}$. Ford [41] proved that

$$
\tilde{G}(k) \leq k^{2}(\log k+\log \log k+O(1))
$$

For other recent developments in the circle method, see Heath-Brown [54, 55], Hooley [59, 60, 61], and Schmidt [107].

### 5.10 Exercises

1. Show that for $k=1$ the Hardy-Littlewood asymptotic formula is consistent with Theorem 5.1.
2. Let $k \geq 2$. Show that the number of positive integers not exceeding $x$ that can be written as the sum of $k$ nonnegative $k$ th powers is $x / k!+O\left(x^{(k-1) / k}\right)$. Show that

$$
G(k) \geq k+1 .
$$

Hint: If $n \leq x$ is a sum of $k k$ th powers, then

$$
n=a_{1}^{k}+a_{2}^{k}+\cdots+a_{k}^{k},
$$

where

$$
0 \leq a_{1} \leq a_{2} \leq \cdots \leq a_{k} \leq x^{1 / k}
$$

and the number of such expressions is given by a binomial coefficient.
3. Let $f(x)$ be a polynomial of degree $k \geq 2$ with integral coefficients, and let

$$
S_{f}(q, a)=\sum_{r=1}^{q} e(a f(r) / q) .
$$

Prove that if $(q, r)=1$, then

$$
S_{f}(q r, a r+b q)=S_{f}(q, a) S_{f}(r, b)
$$

4. Let $R_{k, s}(N)$ denote the number of representations of an integer $N$ as the sum of $s$ nonnegative $k$ th powers. State and prove an asymptotic formula for $R_{k, s}(N)$.

## Part II

## The Goldbach conjecture

## 6

## Elementary estimates for primes

Brun's method is perhaps our most powerful elementary tool in number theory.

> P. Erdôs [34]

### 6.1 Euclid's theorem

Before beginning to study sums of primes, we need some elementary results about the distribution of prime numbers.

Let $s=\sigma+i t$ be a complex number with real part $\sigma$ and imaginary part $t$. To every sequence of complex numbers $a_{1}, a_{2}, \ldots$ is associated the Dirichlet series

$$
F(s)=\sum_{n=1}^{\infty} \frac{a_{n}}{n^{s}}
$$

If the series $F(s)$ converges absolutely for some complex number $s_{0}=\sigma_{0}+i t_{0}$, then $F(s)$ converges absolutely for all complex numbers $s=\sigma+$ it with $\mathfrak{R}(s)=$ $\sigma \geq \sigma_{0}=\mathfrak{R}\left(s_{0}\right)$, since

$$
\left|\frac{a_{n}}{n^{s}}\right|=\frac{\left|a_{n}\right|}{n^{\sigma}} \leq \frac{\left|a_{n}\right|}{n^{\sigma_{0}}}=\left|\frac{a_{n}}{n^{s_{0}}}\right| .
$$

If we let $a_{n}=1$ for all $n \geq 1$, we obtain the Riemann zeta-function

$$
\zeta(s)=\sum_{n=1}^{\infty} \frac{1}{n^{s}}
$$

This Dirichlet series converges absolutely for all $s$ with $\Re(s)>1$.
Theorem 6.1 Let $f(n)$ be a multiplicative function. If the Dirichlet series

$$
F(s)=\sum_{n=1}^{\infty} \frac{f(n)}{n^{s}}
$$

converges absolutely for all complex numbers $s$ with $\mathfrak{H}(s)>\sigma_{0}$, then $F(s)$ can be represented as the infinite product

$$
F(s)=\prod_{p}\left(1+\frac{f(p)}{p^{s}}+\frac{f\left(p^{2}\right)}{p^{2 s}}+\cdots\right) .
$$

If $f(n)$ is completely multiplicative, then

$$
F(s)=\prod_{p}\left(1-\frac{f(p)}{p^{s}}\right)^{-1} .
$$

This is called the Euler product for $F(s)$.
Proof. If $f(n)$ is multiplicative, then so is $f(n) / n^{3}$. If $f(n)$ is completely multiplicative, then so is $f(n) / n^{s}$. The result follows immediately from Theorem A. 28.
Because the Riemann zeta-function converges absolutely for $N(s)>1$. it follows from Theorem 6.1 that $\zeta(s)$ has the Euler product

$$
\zeta(s)=\sum_{n=1}^{\infty} \frac{1}{n^{s}}=\prod_{p}\left(1-\frac{1}{p^{s}}\right)^{-1}
$$

for all $s$ with $\Re(s)>1$, and so $\zeta(s) \neq 0$ for $\Re(s)>1$. From the Euler product, we obtain the following analytic proof that there are infinitely many primes.

Theorem 6.2 (Euclid) There are infinitely many primes.
Proof. For $0<x<1$ we have the Taylor series

$$
-\log (1-x)=\sum_{n=1}^{\infty} \frac{x^{n}}{n}
$$

If $\sigma>0$, then $\zeta(1+\sigma)>1$ and

$$
\begin{aligned}
\log \zeta(1+\sigma) & =\log \prod_{p}\left(1-\frac{1}{p^{1+\sigma}}\right)^{-1} \\
& =-\sum_{p} \log \left(1-\frac{1}{p^{1+\sigma}}\right) \\
& =\sum_{p} \sum_{n=1}^{\infty} \frac{1}{n p^{n(1+\sigma)}} \\
& =\sum_{p} \frac{1}{p^{1+\sigma}}+\sum_{p} \sum_{n=2}^{\infty} \frac{1}{n p^{n(1+\sigma)}} .
\end{aligned}
$$

Since

$$
\begin{equation*}
0<\sum_{p} \sum_{n=2}^{\infty} \frac{1}{n p^{n(1+\sigma)}}<\sum_{p} \sum_{n=2}^{\infty} \frac{1}{p^{n}}=\sum_{p} \frac{1}{p(p-1)}<\infty \tag{6.1}
\end{equation*}
$$

it follows that

$$
\begin{equation*}
\log \zeta(1+\sigma)=\sum_{p} \frac{1}{p^{1+\sigma}}+O(1) \tag{6.2}
\end{equation*}
$$

Let $0<\sigma<1$. Then

$$
1<\frac{1}{\sigma}=\int_{1}^{\infty} \frac{1}{x^{1+\sigma}} d x<\zeta(1+\sigma)<1+\int_{1}^{\infty} \frac{1}{x^{1+\sigma}} d x=\frac{1}{\sigma}+1
$$

and so

$$
\begin{aligned}
0 & <\log \frac{1}{\sigma}<\log \zeta(1+\sigma) \\
& <\log \left(\frac{1}{\sigma}+1\right)=\log \frac{1}{\sigma}+\log (1+\sigma) \\
& <\log \frac{1}{\sigma}+\sigma<\log \frac{1}{\sigma}+1
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
\log \zeta(1+\sigma)=\log \frac{1}{\sigma}+O(1) \tag{6.3}
\end{equation*}
$$

Combining (6.2) and (6.3), we obtain

$$
\log \frac{1}{\sigma}=\sum_{p} \frac{1}{p^{1+\sigma}}+O(1)
$$

for $0<\sigma<1$. If there were only finitely many prime numbers, then the sum on the right side of this equation remains bounded as $\sigma$ tends to 0 , but the logarithm on the left side of the equation goes to infinity as $\sigma$ tends to 0 . This is impossible, so there must be infinitely many primes.

### 6.2 Chebyshev's theorem

The simplest prime-counting functions are

$$
\begin{gathered}
\pi(x)=\sum_{p \leq x} 1, \\
\vartheta(x)=\sum_{p \leq x} \log p,
\end{gathered}
$$

and

$$
\psi(x)=\sum_{p^{*} \leq x} \log p
$$

$\vartheta(x)$ and $\psi(x)$ are called the Chebyshev functions. Chebyschev proved that the functions $\vartheta(x)$ and $\psi(x)$ have order of magnitude $x$ and that $\pi(x)$ has order of magnitude $x / \log x$. Before proving this theorem, we need the following lemma about the unimodality of the sequence of binomial coefficients.

Lemma 6.1 Let $n \geq 1$ and $1 \leq k \leq n$. Then

$$
\begin{gathered}
\binom{n}{k-1}<\binom{n}{k} \quad \text { if and only if } k<\frac{n+1}{2}, \\
\binom{n}{k-1}>\binom{n}{k} \quad \text { if and only if } k>\frac{n+1}{2}, \\
\binom{n}{k-1}=\binom{n}{k} \quad \text { if and only if } n \text { is odd and } k=\frac{n+1}{2} .
\end{gathered}
$$

Proof. This follows immediately from observing the ratio

$$
\frac{\binom{n}{k}}{\binom{n}{k-1}}=\frac{\frac{n!}{k!(n-k)!}}{n!}=\frac{(k-1)!(n-k+1)!}{k!(n-k)!}=\frac{n-k+1}{k}
$$

Lemma 6.2 Let $n \geq 1$ and $N=\binom{n}{n}$. Then

$$
N<2^{2 n} \leq 2 n N .
$$

Proof. Since $\binom{2 n}{n}$ is the middle, and hence the largest, binomial coefficient in the expansion of $(1+1)^{2 n}$, it follows that

$$
\begin{aligned}
N & =\binom{2 n}{n}<(1+1)^{2 n}=2^{2 n} \\
& =\sum_{k=0}^{2 n}\binom{n}{k}=1+\sum_{k=1}^{2 n-1}\binom{n}{k}+1 \\
& \leq 2+(2 n-1)\binom{2 n}{n} \leq 2 n\binom{2 n}{n} \\
& =2 n N .
\end{aligned}
$$

This completes the proof.
For any positive integer $n$, let $v_{p}(n)$ denote the highest power of $p$ that divides $n$. Thus, $v_{p}(n)=k$ if and only if $p^{k} \| n$. In this case, $p^{k} \leq n$ and so $v_{p}(n) \leq$ $\log n / \log p$.

Lemma 6.3 For every positive integer n,

$$
\begin{equation*}
v_{p}(n!)=\sum_{k=1}^{\infty}\left[\frac{n}{p^{k}}\right]=\sum_{k=1}^{|\log n / \log \rho|}\left[\frac{n}{p^{k}}\right] . \tag{6.4}
\end{equation*}
$$

Proof. Since $v_{p}(m n)=v_{p}(m) v_{p}(n)$ for all positive integers $m$ and $n$, we have

$$
v_{p}(n!)=\sum_{m=1}^{n} v_{p}(m)=\sum_{m=1}^{n} \sum_{\substack{p_{1}, 1 m \\ k \geq 1}} 1=\sum_{k=1}^{\infty} \sum_{\substack{m=1 \\ p^{k} m}}^{n} 1=\sum_{k=1}^{\infty}\left[\frac{n}{p^{k}}\right] .
$$

This proves the formula.
Theorem 6.3 (Chebyshev) There exist positive constants $c_{1}$ and $c_{2}$ such that

$$
\begin{equation*}
c_{1} x \leq \vartheta(x) \leq \psi(x) \leq \pi(x) \log x \leq c_{2} x \tag{6.5}
\end{equation*}
$$

for all $x \geq 2$. Moreover.

$$
\liminf _{x \rightarrow \infty} \frac{\vartheta(x)}{x}=\liminf _{x \rightarrow \infty} \frac{\psi(x)}{x}=\liminf _{x \rightarrow \infty} \frac{\pi(x) \log x}{x} \geq \log 2
$$

and

$$
\limsup _{x \rightarrow \infty} \frac{\vartheta(x)}{x}=\limsup _{x \rightarrow \infty} \frac{\psi(x)}{x}=\underset{x \rightarrow \infty}{\limsup } \frac{\pi(x) \log x}{x} \leq 4 \log 2
$$

Proof. Let $x \geq 2$. If $p^{k} \leq x$, then $k \leq[\log x / \log p]$, and so

$$
\begin{aligned}
\vartheta(x)=\sum_{p \leq x} \log p & \leq \psi(x)=\sum_{p^{k} \leq x} \log p=\sum_{p \leq x}\left[\frac{\log x}{\log p}\right] \log p \\
& \leq \sum_{p \leq x} \log x=\pi(x) \log x
\end{aligned}
$$

Therefore,

$$
\liminf _{x \rightarrow \infty} \frac{\vartheta(x)}{x} \leq \liminf _{x \rightarrow \infty} \frac{\psi(x)}{x} \leq \liminf _{x \rightarrow \infty} \frac{\pi(x) \log x}{x}
$$

and

$$
\limsup _{x \rightarrow \infty} \frac{\vartheta(x)}{x} \leq \limsup _{x \rightarrow \infty} \frac{\psi(x)}{x} \leq \limsup _{x \rightarrow \infty} \frac{\pi(x) \log x}{x} .
$$

Let

$$
0<\delta<1
$$

Then

$$
\begin{aligned}
\vartheta(x) & \geq \sum_{x^{1-\delta}<p \leq x} \log p \\
& \geq \sum_{x^{1-3}<p \leq x}(1-\delta) \log x \\
& =(1-\delta)\left(\pi(x)-\pi\left(x^{1-\delta}\right)\right) \log x \\
& \geq(1-\delta) \pi(x) \log x-x^{1-\delta} \log x,
\end{aligned}
$$

and so

$$
\frac{\vartheta(x)}{x} \geq \frac{(1-\delta) \pi(x) \log x}{x}-\frac{\log x}{x^{\delta}} .
$$

It follows that

$$
\liminf _{x \rightarrow \infty} \frac{\vartheta(x)}{x} \geq(1-\delta) \liminf _{x \rightarrow \infty} \frac{\pi(x) \log x}{x}
$$

This holds for all $\delta>0$, and so

$$
\liminf _{x \rightarrow \infty} \frac{\vartheta(x)}{x} \geq \liminf _{x \rightarrow \infty} \frac{\pi(x) \log x}{x}
$$

Similarly,

$$
\limsup _{x \rightarrow \infty} \frac{\vartheta(x)}{x} \geq \limsup _{x \rightarrow \infty} \frac{\pi(x) \log x}{x}
$$

Therefore,

$$
\begin{equation*}
\liminf _{x \rightarrow \infty} \frac{\vartheta(x)}{x}=\liminf _{x \rightarrow \infty} \frac{\psi(x)}{x}=\liminf _{x \rightarrow \infty} \frac{\pi(x) \log x}{x} \tag{6.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\limsup _{x \rightarrow \infty} \frac{\vartheta(x)}{x}=\limsup _{x \rightarrow \infty} \frac{\psi(x)}{x}=\limsup _{x \rightarrow \infty} \frac{\pi(x) \log x}{x} . \tag{6.7}
\end{equation*}
$$

Let $n \geq 1$, and let

$$
N=\binom{2 n}{n}=\frac{2 n(2 n-1)(2 n-2) \cdots(n+1)}{n!}
$$

Then $N$ is an integer, since it is a binomial coefficient, and

$$
\frac{2^{2 n}}{2 n} \leq N<2^{2 n}
$$

by Lemma 6.2. If $p$ is a prime number such that

$$
n<p \leq 2 n,
$$

then $p$ divides the numerator but not the denominator of $N$. Therefore, $N$ is divisible by the product of all these primes, and so

$$
\prod_{n<p \leq 2 n} p \leq N<2^{2 n} .
$$

In particular, if $r \geq 1$ and $n=2^{r-1}$, then

$$
\prod_{2^{\prime-}-1<p \leq 2^{\prime}} p \leq N<2^{2^{\prime}}
$$

It follows that, for any $R \geq 1$,

$$
\prod_{p \leq 2^{R}} p=\prod_{r=1}^{R} \prod_{2^{\prime-1}<p \leq 2^{\prime}} p<\prod_{r=1}^{R} 2^{2^{r}}<2^{2^{K+1}} .
$$

For any number $x \geq 2$, there is an integer $R \geq 1$ such that

$$
2^{R-1}<x \leq 2^{R}
$$

Then

$$
\prod_{p \leq x} p \leq \prod_{p \leq 2^{R}} p<2^{2^{R+1}}<2^{4 x}
$$

and so

$$
\vartheta(x)=\sum_{p \leq x} \log p=\log \left(\prod_{p \leq x} p\right)<(4 \log 2) x .
$$

Thus,

$$
\limsup _{x \rightarrow \infty} \frac{\vartheta(x)}{x} \leq 4 \log 2
$$

To obtain the lower limit, we use Lemma 6.3 to express $N$ explicitly as a power of primes:

$$
N=\binom{2 n}{n}=\frac{(2 n)!}{n!^{2}}=\prod_{p \leq 2 n} p^{v_{p}(2 n)-2 v_{p}(n)}
$$

where

$$
v_{p}(2 n)-2 v_{p}(n)=\sum_{1 \leq k \leq \frac{\log _{0} 2 n}{b_{0} p}}\left(\left[\frac{2 n}{p^{k}}\right]-2\left[\frac{n}{p^{k}}\right]\right)
$$

Since $[2 t]-2[t]=0$ or 1 for all real numbers $t$, it follows that

$$
v_{p}(2 n)-2 v_{p}(n) \leq \frac{\log 2 n}{\log p}
$$

By Lemma 6.2,

$$
\frac{2^{2 n}}{2 n}<N=\prod_{p \leq 2 n} p^{v_{p}(2 n)-2 v_{p}(n)} \leq \prod_{p \leq 2 n} p^{\frac{\log 2 n}{\log _{p} p}} \leq \prod_{p \leq 2 n} 2 n=(2 n)^{\pi(2 n)}
$$

or, equivalently,

$$
\pi(2 n) \log 2 n<2 n \log 2-\log 2 n
$$

Let $n=[x / 2]$. Then

$$
2 n \leq x<2 n+2
$$

and

$$
\begin{aligned}
\pi(x) \log x & \geq \pi(2 n) \log 2 n>2 n \log 2-\log 2 n \\
& >(x-2) \log 2-\log x=x \log 2-\log x-2 \log 2
\end{aligned}
$$

It follows that

$$
\frac{\pi(x) \log x}{x}>\log 2-\frac{\log x+2 \log 2}{x}
$$

and so

$$
\liminf _{x \rightarrow \infty} \frac{\pi(x) \log x}{x} \geq \log 2
$$

Since $\vartheta(2)>0$, we have $\vartheta(x) \geq c_{1} x$ for some $c_{1}>0$ and all $x \geq 2$. This completes the proof.

Theorem 6.4 Let $p_{n}$ denote the nth prime number. There exist positive constants $c_{3}$ and $c_{4}$ such that

$$
c_{3} n \log n \leq p_{n} \leq c_{4} n \log n
$$

for all $n \geq 2$.
Proof. By Chebyshev's inequality (6.5),

$$
\frac{c_{1} p_{n}}{\log p_{n}} \leq \pi\left(p_{n}\right)=n \leq \frac{c_{2} p_{n}}{\log p_{n}}
$$

and so

$$
c_{2}^{-1} n \log p_{n} \leq p_{n} \leq c_{1}^{-1} n \log p_{n}
$$

Since

$$
\log n \leq \log p_{n}
$$

we have

$$
p_{n} \geq c_{2}^{-1} n \log n=c_{3} n \log n .
$$

For $n$ sufficiently large,

$$
\begin{aligned}
\log p_{n} & \leq \log n+\log \log p_{n}+\log c_{1}^{-1} \\
& \leq \log n+2 \log \log p_{n} \\
& \leq \log n+(1 / 2) \log p_{n},
\end{aligned}
$$

so

$$
\log p_{n} \leq 2 \log n
$$

and

$$
p_{n} \leq c_{1}^{-1} n \log p_{n} \leq 2 c_{1}^{-1} n \log n
$$

Therefore, there exists a constant $c_{4}$ such that $p_{n} \leq c_{4} n \log n$ for all $n \geq 2$. This completes the proof.

### 6.3 Mertens's theorems

In this section, we derive some important results about the distribution of prime numbers that were originally proved by Mertens.

Lemma 6.4 For any real number $x \geq 1$ we have

$$
0 \leq \sum_{n \leq x} \log \left(\frac{x}{n}\right)<x
$$

Proof. Since the function $h(t)=\log (x / t)$ is decreasing on the interval [1, $x]$, it follows that

$$
\begin{aligned}
\sum_{1 \leq n \leq x} \log \left(\frac{x}{n}\right) & <\log x+\int_{1}^{x} \log \left(\frac{x}{t}\right) d t \\
& =x \log x-\int_{1}^{x} \log t d t \\
& =x \log x-(x \log x-x+1) \\
& <x
\end{aligned}
$$

This completes the proof.
The function $\Lambda(n)$, called von Mangoldt's function, is defined by

$$
\Lambda(n)= \begin{cases}\log p & \text { if } n=p^{m} \text { is a prime power } \\ 0 & \text { otherwise }\end{cases}
$$

Then

$$
\psi(x)=\sum_{1 \leq m \leq x} \Lambda(m)
$$

Theorem 6.5 (Mertens) For any real number $x \geq 1$, we have

$$
\sum_{n \leq x} \frac{\Lambda(n)}{n}=\log x+O(1)
$$

Proof. Let $N=[x]$. Then

$$
0 \leq \sum_{n \leq x} \log \frac{x}{n}=N \log x-\sum_{n=1}^{N} \log n=x \log x-\log N!+O(\log x)<x
$$

by Lemma 6.4, and so

$$
\log N!=x \log x+O(x)
$$

It follows from Lemma 6.3 and Theorem 6.3 that

$$
\begin{aligned}
\log N! & =\sum_{p \leq N} v_{p}(N) \log p \\
& =\sum_{p \leq N} \sum_{k=1}^{\{\log N / \log p]}\left[\frac{N}{p^{k}}\right] \log p \\
& =\sum_{p^{k} \leq N}\left[\frac{N}{p^{k}}\right] \log p \\
& =\sum_{p^{k} \leq x}\left[\frac{x}{p^{k}}\right] \log p \\
& =\sum_{n \leq x}\left[\frac{x}{n}\right] \Lambda(n)
\end{aligned}
$$

$$
\begin{aligned}
& =\sum_{n \leq x}\left(\frac{x}{n}+O(1)\right) \Lambda(n) \\
& =x \sum_{n \leq x} \frac{\Lambda(n)}{n}+O\left(\sum_{n \leq x} \Lambda(n)\right) \\
& =x \sum_{n \leq x} \frac{\Lambda(n)}{n}+O(\psi(x)) \\
& =x \sum_{n \leq x} \frac{\Lambda(n)}{n}+O(x)
\end{aligned}
$$

Therefore,

$$
x \sum_{n \leq x} \frac{\Lambda(n)}{n}+O(x)=x \log x+O(x)
$$

and

$$
\sum_{n \leq x} \frac{\Lambda(n)}{n}=\log x+O(1)
$$

This completes the proof.
Theorem 6.6 (Mertens) For any real number $x \geq 1$, we have

$$
\sum_{p \leq x} \frac{\log p}{p}=\log x+O(1)
$$

Proof. Since

$$
\begin{aligned}
0 & \leq \sum_{n \leq x} \frac{\Lambda(n)}{n}-\sum_{p \leq x} \frac{\log p}{p} \\
& =\sum_{\substack{p^{2} \leq x \\
k \geq 2}} \frac{\log p}{p^{k}} \\
& \leq \sum_{p \leq x} \log p \sum_{k=2}^{\infty} \frac{1}{p^{k}} \\
& \leq \sum_{p \leq x} \frac{\log p}{p(p-1)} \\
& \leq 2 \sum_{p \leq x} \frac{\log p}{p^{2}} \\
& \leq 2 \sum_{n=1}^{\infty} \frac{\log n}{n^{2}} \\
& =O(1)
\end{aligned}
$$

it follows from Theorem 6.5 that

$$
\sum_{p \leq x} \frac{\log p}{p}=\sum_{n \leq x} \frac{\Lambda(n)}{n}+O(1)=\log x+O(1)
$$

This completes the proof.
Theorem 6.7 There exists a constant $b_{1}>0$ such that

$$
\sum_{p \leq x} \frac{1}{p}=\log \log x+b_{1}+O\left(\frac{1}{\log x}\right)
$$

for $x \geq 2$.
Proof. We can write

$$
\sum_{p \leq x} \frac{1}{p}=\sum_{p \leq x} \frac{\log p}{p} \frac{1}{\log p}=\sum_{n \leq x} u(n) f(n)
$$

where

$$
u(n)= \begin{cases}\frac{\log p}{p} & \text { if } n=p \\ 0 & \text { otherwise }\end{cases}
$$

and

$$
f(t)=\frac{1}{\log t} .
$$

We define the functions $U(t)$ and $g(t)$ by

$$
U(t)=\sum_{n \leq t} u(n)=\sum_{p \leq t} \frac{\log p}{p}=\log t+g(t)
$$

Then $U(t)=0$ for $t<2$ and $g(t)=O(1)$ by Theorem 6.6. Therefore, the integral $\int_{2}^{\infty} g(t) /\left(t(\log t)^{2}\right) d t$ converges absolutely, and

$$
\int_{x}^{\infty} \frac{g(t) d t}{t(\log t)^{2}}=O\left(\frac{1}{\log x}\right)
$$

Since $f(t)$ is continuous and $U(t)$ is increasing, we can express the sum $\sum_{p \leq x} 1 / p$ as a Riemann-Stieltjes integral. Note that $U(t)=0$ for $t<2$. By partial summation, we obtain

$$
\begin{aligned}
\sum_{p \leq x} \frac{1}{p} & =\sum_{n \leq x} u(n) f(n) \\
& =\frac{1}{2}+\int_{2}^{x} f(t) d U(t) \\
& =f(x) U(x)-\int_{2}^{x} U(t) d f(t) \\
& =\frac{\log x+g(x)}{\log x}-\int_{2}^{x} U(t) f^{\prime}(t) d t \\
& =1+O\left(\frac{1}{\log x}\right)+\int_{2}^{x} \frac{\log t+g(t)}{t(\log t)^{2}} d t
\end{aligned}
$$

$$
\begin{aligned}
& =\int_{2}^{x} \frac{1}{t \log t} d t+\int_{2}^{\infty} \frac{g(t)}{t(\log t)^{2}} d t-\int_{x}^{\infty} \frac{g(t)}{t(\log t)^{2}} d t+1+O\left(\frac{1}{\log x}\right) \\
& =\log \log x-\log \log 2+\int_{2}^{\infty} \frac{g(t)}{t(\log t)^{2}} d t+1+O\left(\frac{1}{\log x}\right) \\
& =\log \log x+b_{1}+O\left(\frac{1}{\log x}\right)
\end{aligned}
$$

where

$$
\begin{equation*}
b_{1}=1-\log \log 2+\int_{2}^{\infty} \frac{g(t)}{t(\log t)^{2}} d t \tag{6.8}
\end{equation*}
$$

This completes the proof.
From the Taylor series for $\log (1-x)$, we see that

$$
0<\log \left(1-\frac{1}{p}\right)^{-1}-\frac{1}{p}=\sum_{n=2}^{\infty} \frac{1}{n p^{n}}<\sum_{n=2}^{\infty} \frac{1}{p^{n}}=\frac{1}{p(p-1)}
$$

It follows from the comparison test that the series

$$
\begin{equation*}
b_{2}=\sum_{p}\left(\log \left(1-\frac{1}{p}\right)^{-1}-\frac{1}{p}\right)=\sum_{p} \sum_{k=2}^{\infty} \frac{1}{k p^{k}} \tag{6.9}
\end{equation*}
$$

converges.
Lemma 6.5 Let $b_{1}$ and $b_{2}$ be the positive numbers defined by (6.8) and (6.9). Then

$$
b_{1}+b_{2}=\gamma
$$

where $\gamma$ is Euler's constant.
Proof. Let $0<\sigma<1$. We define the function $F(\sigma)$ by

$$
\begin{aligned}
F(\sigma) & =\log \zeta(1+\sigma)-\sum_{p} \frac{1}{p^{1+\sigma}} \\
& =\sum_{p}\left(\log \left(1-\frac{1}{p^{1+\sigma}}\right)^{-1}-\frac{1}{p^{1+\sigma}}\right) \\
& =\sum_{p} \sum_{n=2}^{\infty} \frac{1}{n p^{n(1+\sigma)}}
\end{aligned}
$$

By (6.1) and the Weierstrass M-test, the last series converges uniformly for $\sigma \geq 0$ and so represents a continuous function for $\sigma \geq 0$. Therefore,

$$
\begin{equation*}
\lim _{\sigma \rightarrow 0^{+}} F(\sigma)=b_{2} \tag{6.10}
\end{equation*}
$$

We shall find alternative representations for the functions $\log \zeta(1+\sigma)$ and $\sum_{p} p^{-1-\sigma}$. Since

$$
1-\sigma+\frac{\sigma^{2}}{2 e}<e^{-\sigma}<1-\sigma+\frac{\sigma^{2}}{2}
$$

for $0<\sigma<1$, it follows that

$$
1-\frac{\sigma}{2}<\frac{1-e^{-\sigma}}{\sigma}<1-\frac{\sigma}{2 e}
$$

and

$$
1+\frac{\sigma}{2 e}<1+\frac{\sigma}{2 e-\sigma}<\frac{\sigma}{1-e^{-\sigma}}<1+\frac{\sigma}{2-\sigma}<1+\sigma .
$$

Therefore,

$$
0<\log \sigma+\log \left(1-e^{-\sigma}\right)^{-1}<\sigma
$$

and so

$$
\log \frac{1}{\sigma}=\log \left(1-e^{-\sigma}\right)^{-1}+O(\sigma)
$$

By (6.3), we have

$$
\begin{aligned}
\log \zeta(1+\sigma) & =\log \frac{1}{\sigma}+O(\sigma) \\
& =\log \left(1-e^{-\sigma}\right)^{-1}+O(\sigma) \\
& =\sum_{n=1}^{\infty} \frac{e^{-\sigma n}}{n}+O(\sigma)
\end{aligned}
$$

By Theorem A.5.

$$
L(x)=\sum_{n \leq x} \frac{1}{n}=\log x+\gamma+O\left(\frac{1}{x}\right)
$$

for $x \geq 1$. Let $f(x)=e^{-\sigma x}$. By partial summation, we have

$$
\begin{aligned}
\log \zeta(1+\sigma) & =\sum_{n=1}^{\infty} \frac{f(n)}{n}+O(\sigma) \\
& =\int_{0}^{\infty} f(x) d L(x)+O(\sigma) \\
& =-\int_{0}^{\infty} L(x) d f(x)+O(\sigma) \\
& =\sigma \int_{0}^{\infty} e^{-\sigma x} L(x) d x+O(\sigma)
\end{aligned}
$$

By Theorem 6.7,

$$
S(x)=\sum_{p \leq x} \frac{1}{p}=\log \log x+b_{1}+O\left(\frac{1}{\log x}\right)
$$

for $x \geq 2$. Let $g(x)=x^{-\sigma}$. Again, by partial summation we have

$$
\sum_{p} \frac{1}{p^{1+\sigma}}=\sum_{p} \frac{g(p)}{p}=\int_{1}^{\infty} g(x) d S(x)=-\int_{1}^{\infty} S(x) d g(x)
$$

$$
\begin{aligned}
& =\sigma \int_{1}^{\infty} \frac{S(x) d x}{x^{1+\sigma}} \\
& =\sigma \int_{0}^{\infty} e^{-\sigma x} S\left(e^{x}\right) d x .
\end{aligned}
$$

Since

$$
S\left(e^{x}\right)=\log x+b_{1}+O\left(\frac{1}{x}\right)
$$

and

$$
L(x)=\log x+\gamma+O\left(\frac{1}{x}\right)
$$

it follows that

$$
L(x)-S\left(e^{x}\right)=\gamma-b_{1}+O\left(\frac{1}{x}\right)=\gamma-b_{1}+O\left(\frac{1}{x+1}\right)
$$

for $x \geq 1$. We also have

$$
L(x)-S\left(e^{4}\right)=\gamma-b_{1}+O\left(\frac{1}{x+1}\right)
$$

for $0 \leq x \leq 1$. Therefore,

$$
\begin{aligned}
F(\sigma) & =\log \zeta(1+\sigma)-\sum_{p} \frac{1}{p^{1+\sigma}} \\
& =\sigma \int_{0}^{\infty} e^{-\sigma x}\left(L(x)-S\left(e^{x}\right)\right) d x+O(\sigma) \\
& =\sigma \int_{0}^{\infty} e^{-\sigma x}\left(\gamma-b_{1}+O\left(\frac{1}{x+1}\right)\right) d x+O(\sigma) \\
& =\left(\gamma-b_{1}\right) \sigma \int_{0}^{\infty} e^{-\sigma x} d x+O\left(\sigma \int_{0}^{\infty} \frac{e^{-\sigma x} d x}{x+1}\right)+O(\sigma) \\
& =\gamma-b_{1}+O\left(\sigma \int_{0}^{\infty} \frac{e^{-\sigma x} d x}{x+1}\right)+O(\sigma) .
\end{aligned}
$$

Since

$$
\begin{aligned}
\int_{0}^{\infty} \frac{e^{-\sigma x} d x}{x+1} & <\int_{0}^{1 / \sigma} \frac{e^{-\sigma x} d x}{x+1}+\int_{1 / \sigma}^{\infty} \frac{e^{-\sigma x} d x}{x} \\
& <\int_{0}^{1 / \sigma} \frac{d x}{x+1}+\int_{1}^{\infty} \frac{e^{-y} d y}{y} \\
& =\log \left(\frac{1}{\sigma}+1\right)+O(1) \\
& \ll \log \left(\frac{1}{\sigma}+1\right)
\end{aligned}
$$

it follows that

$$
F(\sigma)=\gamma-b_{1}+O\left(\sigma \log \left(\frac{1}{\sigma}+1\right)\right)
$$

By (6.10), we have

$$
b_{2}=\lim _{\sigma \rightarrow 0^{+}} F(\sigma)=\gamma-b_{1}
$$

This completes the proof.
Theorem 6.8 (Mertens's formula) For $x \geq 2$,

$$
\prod_{p \leq x}\left(1-\frac{1}{p}\right)^{-1}=e^{\gamma} \log x+O(1)
$$

where $\gamma$ is Euler's constant.
Proof. We begin with two observations. First,

$$
\begin{aligned}
\sum_{p>x} \sum_{k=2}^{\infty} \frac{1}{k p^{k}} & <\sum_{p>x} \frac{1}{p(p-1)} \\
& <\sum_{n>x} \frac{1}{n(n-1)} \\
& =\sum_{n>x}\left(\frac{1}{n-1}-\frac{1}{n}\right) \\
& =O\left(\frac{1}{x}\right) \\
& =O\left(\frac{1}{\log x}\right)
\end{aligned}
$$

Second, since $\exp (t)=1+O(t)$ for $t$ in any bounded interval and $O(1 / \log x)$ is bounded for $x \geq 2$, it follows that

$$
\exp \left(O\left(\frac{1}{\log x}\right)\right)=1+O\left(\frac{1}{\log x}\right)
$$

Therefore,

$$
\begin{aligned}
\log \prod_{p \leq x}\left(1-\frac{1}{p}\right)^{-1} & =\sum_{p \leq x} \log \left(1-\frac{1}{p}\right)^{-1} \\
& =\sum_{p \leq x} \sum_{k=1}^{\infty} \frac{1}{k p^{k}} \\
& =\sum_{p \leq x} \frac{1}{p}+\sum_{p \leq x} \sum_{k=2}^{\infty} \frac{1}{k p^{k}}
\end{aligned}
$$

$$
\begin{aligned}
& =\log \log x+b_{1}+O\left(\frac{1}{\log x}\right)+b_{2}-\sum_{p>x} \sum_{k=2}^{\infty} \frac{1}{k p^{k}} \\
& =\log \log x+\gamma+O\left(\frac{1}{\log x}\right)
\end{aligned}
$$

since $b_{1}+b_{2}=\gamma$ by Lemma 6.5 , and so

$$
\begin{aligned}
\prod_{p \leq x}\left(1-\frac{1}{p}\right)^{-1} & =e^{\gamma} \log x \exp \left(O\left(\frac{1}{\log x}\right)\right) \\
& =e^{\gamma} \log x\left(1+O\left(\frac{1}{\log x}\right)\right) \\
& =e^{\gamma} \log x+O(1)
\end{aligned}
$$

This is Mertens's formula.
The following result will be used in Chapter 10 in the proof of Chen's theorem.
Theorem 6.9 For any $\varepsilon>0$, there exists a number $u_{1}=u_{1}(\varepsilon)$ such that

$$
\prod_{u \leq p<z}\left(1-\frac{1}{p}\right)^{-1}<(1+\varepsilon) \frac{\log z}{\log u}
$$

for any $u_{1} \leq u<z$.
Proof. Let $\gamma$ be Euler's constant, and choose $\delta>0$ such that

$$
\frac{\gamma+\delta}{\gamma-\delta}<1+\varepsilon
$$

By Theorem 6.8, we have

$$
\prod_{p<x}\left(1-\frac{1}{p}\right)^{-1} \sim \gamma \log x
$$

and so there exists a number $u_{1}$ such that

$$
(\gamma-\delta) \log x<\prod_{p<x}\left(1-\frac{1}{p}\right)^{-1}<(\gamma+\delta) \log x
$$

for all $x \geq u_{1}$. Therefore, if $u_{1} \leq u<z$, we have

$$
\begin{aligned}
\prod_{u \leq p<z}\left(1-\frac{1}{p}\right)^{-1} & =\frac{\prod_{p<z}\left(1-\frac{1}{p}\right)^{-1}}{\prod_{p<u}\left(1-\frac{1}{p}\right)^{-1}} \\
& <\frac{(\gamma+\delta) \log z}{(\gamma-\delta) \log u} \\
& <(1+\varepsilon) \frac{\log z}{\log u}
\end{aligned}
$$

This completes the proof.

### 6.4 Brun's method and twin primes

There is a structural similarity between the twin prime conjecture and the Goldbach conjecture. The twin prime conjecture states that there exist infinitely many prime numbers $p$ such that $p+2$ is also a prime number or, equivalently, there exist infinitely many integers $k$ such that $k(k+2)$ has exactly two prime factors. The Goldbach conjecture states that every even integer $n \geq 4$ can be written as the sum of two primes or, equivalently, there exists an integer $k$ such that $1<k<n-1$ and $k(n-k)$ has exactly two prime factors. We begin the study of sieve methods with a simple proof of the theorem that the twin primes are sparse in the sense that the sum of the reciprocals of the twin primes converges. This contrasts with the result (Theorem 6.7) that the sum of the reciprocals of all of the primes diverges like $\log \log x$.

Lemma 6.6 If $\ell \geq 1$ and $0 \leq m \leq \ell$, then

$$
\sum_{k=0}^{m}(-1)^{k}\binom{\ell}{k}=(-1)^{m}\binom{\ell-1}{m}
$$

Proof. This is by induction on $m$. It is easy to check that the equation is true for $m=0,1,2$. If $1 \leq m \leq \ell$ and the equation holds for $m-1$, then

$$
\begin{aligned}
\sum_{k=0}^{m}(-1)^{k}\binom{\ell}{k} & =\sum_{k=0}^{m-1}(-1)^{k}\binom{\ell}{k}+(-1)^{m}\binom{\ell}{m} \\
& =(-1)^{m-1}\binom{\ell-1}{m-1}+(-1)^{m}\binom{\ell}{m} \\
& =(-1)^{m}\left(\binom{\ell}{m}-\binom{\ell-1}{m-1}\right) \\
& =(-1)^{m}\binom{\ell-1}{m}
\end{aligned}
$$

This completes the proof.
The following combinatorial inequality, a version of the principle of inclusionexclusion, is the simplest form of the Brun sieve.

Theorem 6.10 (The Brun sieve) Let $X$ be a nonempty, finite set of $N$ objects, and let $P_{1}, \ldots, P_{r}$ be $r$ different properties that elements of the set $X$ might have. Let $N_{0}$ denote the number of elements of $X$ that have none of these properties. For any subset $I=\left\{i_{1}, \ldots, i_{k}\right\}$ of $\{1,2, \ldots, r\}$, let $N(I)=N\left(i_{1}, \ldots, i_{k}\right)$ denote the number of elements of $X$ that have each of the properties $P_{i_{1}}, P_{i_{2}}, \ldots, P_{i_{1}}$. Let $N(\emptyset)=|X|=N$. If $m$ is a nonnegative even integer, then

$$
\begin{equation*}
N_{0} \leq \sum_{k=0}^{m}(-1)^{k} \sum_{|/|=k} N(I) \tag{6.11}
\end{equation*}
$$

If $m$ is a nonnegative odd integer, then

$$
\begin{equation*}
N_{0} \geq \sum_{k=0}^{m}(-1)^{k} \sum_{|I|=k} N(I) \tag{6.12}
\end{equation*}
$$

Proof. Inequalities (6.11) and (6.12) count the elements of $X$ according to the various properties that each element possesses. We shall calculate how much each element of $X$ contributes to the left and right sides of these inequalities.

Let $x$ be an element of the set $X$, and suppose that $x$ has exactly $\ell$ properties $P_{i}$. If $\ell=0$, then $x$ is counted once in $N_{0}$ and once in $N(\emptyset)$, but is not counted in $N(I)$ if $I$ is nonempty. If $\ell \geq 1$, then $x$ is not counted in $N_{0}$. By renumbering the properties, we can assume that $x$ has the properties $P_{1}, P_{2}, \ldots, P_{l}$. Let $I \subseteq$ $\{1,2, \ldots, \ell, \ldots, r\}$. If $i \in I$ for some $i>\ell$, then $x$ is not counted in $N(I)$. If $l \subseteq\{1,2, \ldots, \ell\}$, then $x$ contributes 1 to $N(I)$. For each $k=0,1, \ldots, \ell$, there are exactly $\binom{\ell}{k}$ such subsets with $|I|=k$. If $m \geq \ell$, then the element $x$ contributes

$$
\sum_{k=0}^{\ell}(-1)^{k}\binom{\ell}{k}=0
$$

to the right sides of the inequalities. If $m<\ell$, then $x$ contributes

$$
\sum_{k=0}^{m}(-1)^{k}\binom{\ell}{k}
$$

to the right sides of inequalities (6.11) and (6.12). By Lemma 6.6, this contribution is positive if $\ell$ is even and negative if $\ell$ is odd. This completes the proof.

Lemma 6.7 For $x \geq 1$ and for any congruence class $a(\bmod m)$, the number of positive integers not exceeding $x$ that are congruent to a modulo $m$ is $x / m+\theta$, where $|\theta|<1$.

Proof. If $x / m=q \in \mathbf{Z}$, then the set $\{1, \ldots, q m\}$ contains exactly $x / m$ elements in every congruence class modulo $m$.

Suppose that $x / m \notin \mathbf{Z}$. Let $[x]$ and $\{x\}$ denote the integer and fractional parts of $x$, respectively, and let $[x]=q m+r$, where $0 \leq r<m$. Then

$$
q m<x=q m+r+\{x\} \leq q m+(m-1)+\theta<(q+1) m,
$$

and so

$$
\begin{equation*}
q<\frac{x}{m}<q+1 \tag{6.13}
\end{equation*}
$$

The positive integers up to $x$ can be partitioned into $q+1$ pairwise disjoint sets such that $q$ of these sets are complete systems of residues modulo $m$, and the remaining set is a subset of a complete system of residues modulo $m$. It follows that there are either $q$ or $q+1$ integers in the congruence class $a(\bmod m)$. The lemma follows from inequality (6.13).

Lemma 6.8 Let $x \geq 1$, and let $p_{i_{1}}, \ldots, p_{i_{k}}$ be distinct odd primes. Let $N\left(i_{1}, \ldots\right.$, $i_{k}$ ) denote the number of positive integers $n \leq x$ such that

$$
\begin{equation*}
n(n+2) \equiv 0 \quad\left(\bmod p_{i_{1}} \cdots p_{i_{k}}\right) \tag{6.14}
\end{equation*}
$$

Then

$$
N\left(i_{1}, \ldots, i_{k}\right)=\frac{2^{k} x}{p_{i_{1}} \cdots p_{i_{k}}}+2^{k} \theta
$$

where $|\theta|<1$.
Proof. If $p$ is an odd prime and $n(n+2) \equiv 0 \quad(\bmod p)$, then either

$$
n \equiv 0 \quad(\bmod p)
$$

or

$$
n \equiv-2 \quad(\bmod p)
$$

Moreover, $0 \not \equiv-2(\bmod p)$ since $p \geq 3$. If the integer $n$ satisfies the congruence (6.14), then there exist unique integers $u_{1}, \ldots, u_{k} \in\{0,-2\}$

$$
\left.\begin{array}{rlll}
n & \equiv u_{1} & \left(\bmod p_{1}\right)  \tag{6.15}\\
n & \equiv u_{2} & \left(\bmod p_{2}\right) \\
& \vdots & & \\
n & \equiv u_{k} & \left(\bmod p_{k}\right)
\end{array}\right\}
$$

By the Chinese remainder theorem, for each of the $2^{k}$ choices of $u_{1}, \ldots, u_{k}$ there exists a unique congruence class $a\left(\bmod p_{1} \cdots p_{k}\right)$ such that $n$ is a solution of the system of congruences (6.15) if and only if

$$
n \equiv a \quad\left(\bmod p_{1} p_{2} \cdots p_{k}\right)
$$

By Lemma 6.7, this congruence has

$$
\frac{x}{p_{1} p_{2} \cdots p_{k}}+\theta(a)
$$

solutions in positive integers not exceeding $x$, where $|\theta(a)|<1$. Therefore,

$$
N\left(i_{1}, \ldots, i_{k}\right)=\frac{2^{k} x}{p_{i_{1}} \cdots p_{i_{k}}}+2^{k} \theta
$$

where $|\theta|<1$. This completes the proof.
Theorem 6.11 (Brun) Let $\pi_{2}(x)$ denote the number of primes $p$ not exceeding $x$ such that $p+2$ is also prime. Then

$$
\pi_{2}(x) \ll \frac{x(\log \log x)^{2}}{(\log x)^{2}}
$$

Proof. Let $5 \leq y<x$. Let $r=\pi(y)-1$ denote the number of odd primes not exceeding $y$. We denote these primes by $p_{1}, \ldots, p_{r}$. Let $\pi_{2}(y, x)$ denote the number of primes $p$ such that $y<p \leq x$ and $p+2$ is also prime. If $y<n \leq x$ and both $n$ and $n+2$ are prime numbers, then $n>p_{i}$ for $i=1, \ldots, r$, and

$$
n(n+2) \not \equiv 0 \quad\left(\bmod p_{i}\right)
$$

for all $i$. Let $N_{0}(y, x)$ denote the number of positive integers $n \leq x$ such that

$$
n(n+2) \not \equiv 0 \quad\left(\bmod p_{i}\right)
$$

for all $i=1, \ldots, r$. Then

$$
\pi_{2}(x) \leq y+\pi_{2}(y, x) \leq y+N_{0}(y, x) .
$$

We shall use the Brun sieve to find an upper bound for $N_{0}(y, x)$.
Let $X$ be the set of positive integers not exceeding $x$. For each odd prime $p_{i} \leq y$, we let $P_{i}$ be the property that $n(n+2)$ is divisible by $p_{i}$. For any subset $I=$ $\left\{i_{1}, \ldots, i_{k}\right\}$ contained in $\{1, \ldots, r\}$, we let $N(I)$ be the number of integers $n \in X$ such that $n(n+2)$ is divisible by each of the primes $p_{i_{1}}, \ldots, p_{i_{k}}$ or, equivalently, such that $n(n+2)$ is divisible by $p_{i_{1}} \cdots p_{i_{k}}$. By Lemma 6.8 , we have

$$
N(I)=N\left(i_{1}, \ldots, i_{k}\right)=\frac{2^{k} x}{p_{i_{1}} \cdots p_{i_{k}}}+2^{k} \theta .
$$

Let $m$ be an even integer such that $1 \leq m \leq r$. By inequality (6.11), we have

$$
\begin{aligned}
& N_{0}(y, x) \leq \sum_{k=0}^{m}(-1)^{k} \sum_{|/| \omega k} N(I) \\
& \leq \sum_{k=0}^{m}(-1)^{k} \sum_{\left\{i_{1}, \ldots, i_{k}\right\} \subseteq\{1 \ldots . . r)}\left(\frac{2^{k} x}{p_{i_{1}} \cdots p_{i_{k}}}+O\left(2^{k}\right)\right) \\
& \leq x \sum_{k=0}^{m} \sum_{\left\{i_{1} \ldots, \ldots, i_{k}\right\} \subseteq\{1 \ldots . r\}} \frac{(-2)^{k}}{p_{i_{1}} \cdots p_{i_{k}}}+\sum_{k=0}^{m}(-1)^{k}\binom{r}{k} O\left(2^{k}\right) \\
& \leq x \sum_{k=0}^{r} \sum_{\left\{i_{1}, \ldots, i_{k}\right\} \subseteq(1, \ldots, r\}} \frac{(-2)^{k}}{p_{i_{1}} \cdots p_{i_{k}}} \\
& -x \sum_{k=m+1}^{r} \sum_{\left\{i_{1} \ldots, i_{k} \backslash\{1, \ldots, r\}\right.} \frac{(-2)^{k}}{p_{i_{1}} \cdots p_{i_{k}}}+O\left(\sum_{k=0}^{m}\binom{r}{k} 2^{k}\right) .
\end{aligned}
$$

We shall estimate these three terms separately. By Theorem 6.8,

$$
\begin{aligned}
x \sum_{k=0}^{r} \sum_{\left\{i_{1} \ldots, i_{k} \backslash \leq 11 \ldots . . r\right\}} \frac{(-2)^{k} x}{p_{i_{1}} \cdots p_{i_{k}}} & =x \prod_{2<p \leq y}\left(1-\frac{2}{p}\right) \\
& <x \prod_{2<p \leq y}\left(1-\frac{1}{p}\right)^{2} \\
& \ll \frac{x}{(\log y)^{2}} .
\end{aligned}
$$

Let $s_{k}\left(x_{1}, \ldots, x_{r}\right)$ be the elementary symmetric polynomial of degree $k$ in $r$ variables. For any nonnegative real numbers $x_{1}, \ldots, x_{r}$ we have

$$
\begin{aligned}
s_{k}\left(x_{1}, \ldots, x_{r}\right) & =\sum_{\left\{i_{1}, \ldots . i_{k}\right\} \subseteq\{1 \ldots . r\}} x_{i_{1}} \cdots x_{i_{k}} \\
& \leq \frac{\left(x_{1}+\cdots+x_{r}\right)^{k}}{k!} \\
& =\frac{\left(s_{1}\left(x_{1}, \ldots, x_{r}\right)\right)^{k}}{k!} \\
& <\left(\frac{e}{k}\right)^{k} s_{1}\left(x_{1}, \ldots, x_{r}\right)^{k}
\end{aligned}
$$

since $(k / e)^{k}<k!$. Therefore,

$$
\begin{aligned}
& \left|x \sum_{k=m+1}^{r} \sum_{\left\{i_{1} \ldots, i_{k}\right\} \subseteq\{1 \ldots . . r\}} \frac{(-2)^{k}}{p_{i_{1}} \cdots p_{i_{k}}}\right| \\
& \leq x \sum_{k=m+1}^{r} \sum_{\left(i_{1} \ldots, i_{1}\right\} \subseteq\{1 \ldots . . r\}} \frac{2^{k}}{p_{i_{1}} \cdots p_{i_{k}}} \\
& \leq x \sum_{k=m+1}^{r} \sum_{\left\{i_{1} \ldots, i_{k}\right\} \subseteq\{1 \ldots .,\}}\left(\frac{2}{p_{i_{1}}}\right) \cdots\left(\frac{2}{p_{i_{\star}}}\right) \\
& =x \sum_{k=m+1}^{r} s_{k}\left(\frac{2}{p_{1}}, \ldots, \frac{2}{p_{r}}\right) \\
& <x \sum_{k=m+1}^{r}\left(\frac{e}{k}\right)^{k} s_{1}\left(\frac{2}{p_{1}}, \ldots, \frac{2}{p_{r}}\right)^{k} \\
& =x \sum_{k=m+1}^{r}\left(\frac{e}{k}\right)^{k}\left(\frac{2}{p_{1}}+\cdots+\frac{2}{p_{r}}\right)^{k} \\
& <x \sum_{k=m+1}^{r}\left(\frac{2 e}{m}\right)^{k}\left(\sum_{p \leq y} \frac{1}{p}\right)^{k} \\
& <x \sum_{k=m+1}^{r}\left(\frac{c \log \log y}{m}\right)^{k},
\end{aligned}
$$

where $c$ is an absolute positive constant. If we choose the even integer $m$ so that

$$
m>2 c \log \log y
$$

then

$$
x \sum_{k=m+1}^{r}\left(\frac{c \log \log y}{m}\right)^{k} \leq x \sum_{k=m+1}^{r} \frac{1}{2^{k}}<\frac{x}{2^{m}}
$$

Since $r$ is the number of odd primes less than or equal to $y$, it follows that $2 r \leq y$, and we get the following estimate for the third term:

$$
\sum_{k=0}^{m}\binom{r}{k} 2^{k}<\sum_{k=0}^{m}(2 r)^{k} \ll(2 r)^{m} \leq y^{m}
$$

Combining these three estimates, we obtain

$$
\begin{equation*}
\pi_{2}(x) \ll y+\frac{x}{(\log y)^{2}}+\frac{x}{2^{m}}+y^{m} \ll \frac{x}{(\log y)^{2}}+\frac{x}{2^{m}}+y^{m} \tag{6.16}
\end{equation*}
$$

where the implied constant is absolute, $y$ is any real number satisfying

$$
\begin{equation*}
5 \leq y<x \tag{6.17}
\end{equation*}
$$

and $m$ is any even integer such that

$$
\begin{equation*}
m>2 c \log \log y \tag{6.18}
\end{equation*}
$$

Let $c^{\prime}=\max \left\{2 c,(\log 2)^{-1}\right\}$, and let

$$
y=\exp \left(\frac{\log x}{3 c^{\prime} \log \log x}\right)=x^{\frac{1}{3^{\frac{1}{\log \log x}}}}
$$

and

$$
m=2\left[c^{\prime} \log \log x\right]
$$

The number $y$ satisfies conditions (6.17) and (6.18) for $x$ sufficiently large. We estimate the three terms in (6.16) with these values of $y$ and $m$. Since

$$
\log y=\frac{\log x}{3 c^{\prime} \log \log x}
$$

we obtain the main term

$$
\frac{x}{(\log y)^{2}} \ll \frac{x(\log \log x)^{2}}{(\log x)^{2}}
$$

Next, since $c^{\prime} \geq(\log 2)^{-1}$ and

$$
m=2\left[c^{\prime} \log \log x\right]>2 c^{\prime} \log \log x-2
$$

we obtain

$$
\frac{x}{2^{m}}<\frac{4 x}{2^{2 x^{\prime} \log \log x}}=\frac{4 x}{(\log x)^{2 c^{\prime} \log 2}} \leq \frac{4 x}{(\log x)^{2}}
$$

Finally,

$$
y^{\prime \prime} \leq y^{2 c^{\prime} \log \log x}=\exp \left(\frac{2 c^{\prime} \log \log x \log x}{3 c^{\prime} \log \log x}\right)=x^{2 / 3}
$$

Combining these three estimates, we obtain

$$
\pi_{2}(x) \ll \frac{x(\log \log x)^{2}}{(\log x)^{2}}
$$

This completes the proof.

Theorem 6.12 (Brun) Let $p_{1}, p_{2}, \ldots$ be the sequence of prime numbers $p$ such that $p+2$ is also prime. Then

$$
\begin{aligned}
& \sum_{n=1}^{\infty}\left(\frac{1}{p_{n}}+\frac{1}{p_{n}+2}\right) \\
& =\left(\frac{1}{3}+\frac{1}{5}\right)+\left(\frac{1}{5}+\frac{1}{7}\right)+\left(\frac{1}{11}+\frac{1}{13}\right)+\left(\frac{1}{17}+\frac{1}{19}\right)+\cdots \\
& <\infty
\end{aligned}
$$

Proof. Theorem 6.11 implies that

$$
\pi_{2}(x) \ll \frac{x}{(\log x)^{3 / 2}}
$$

for all $x \geq 2$. Therefore,

$$
n=\pi_{2}\left(p_{n}\right) \ll \frac{p_{n}}{\left(\log p_{n}\right)^{3 / 2}} \leq \frac{p_{n}}{(\log n)^{3 / 2}}
$$

for $n \geq 2$, and so

$$
\frac{1}{p_{n}} \ll \frac{1}{n(\log n)^{3 / 2}}
$$

It follows that the series

$$
\sum_{n=1}^{\infty} \frac{1}{p_{n}} \leq \frac{1}{3}+\sum_{n=2}^{\infty} \frac{1}{p_{n}} \ll \frac{1}{3}+\sum_{n=2}^{\infty} \frac{1}{n(\log n))^{3 / 2}}
$$

converges. This completes the proof.

### 6.5 Notes

Dickson [22, vol. I, pp. 421-424] contains a brief account of early results concerning the Goldbach conjecture. Sinisalo [117] has verified the Goldbach conjecture by computer for all even integers up to $4 \cdot 10^{11}$. Wang's book Goldbach Conjecture [137] is an anthology of classic papers on this subject.

Brun [7] obtained the first significant result concerning the Goldbach conjecture in 1920. By means of the combinatorial method known today as the Brun sieve, he proved that every sufficiently large even integer can be written as the sum of two integers, each of which is the product of at most nine primes. Brun also obtained the first nontrivial results concerning the twin prime conjecture. In addition to Theorem 6.11 and Theorem 6.12, he also proved that there are infinitely many integers $n$ such that both $n$ and $n+2$ are the products of at most 9 primes. The application of the Brun sieve to the twin prime conjecture follows Landau [78].

By Theorem 6.12, the sum over the reciprocals of the twin primes converges. The sum of this infinite series is called Brun's constant; its value is estimated to be
$1.9021604 \pm 5 \times 10^{-7}$ (see Shanks-Wrench [112] and Brent [5]). It is a difficult computational problem to determine Brun's constant to high precision. In the process of trying to improve the estimates for Brun's constant, Nicely discovered a defect in Intel's Pentium computer chip (see [15]).

A popular game among computational number theorists is to find explicit examples of twin primes. On October 18, 1995, Harvey Dubner announced over the Internet that $p$ and $p+2$ are prime numbers for

$$
p=570,918,348 \cdot 10^{5120}-1=2^{2} \cdot 3^{3} \cdot 7 \cdot 11 \cdot 13 \cdot 5281 \cdot 10^{5120}-1
$$

The prime $p$ has 5129 digits. This established a new record for the largest twin prime.

For other elementary results about the distribution of prime numbers, see Ellison and Ellison [29], Hardy and Wright [51], Ingham [66], and Tenenbaum [121]. Rosen [104] has generalized Mertens's Theorem 6.8 to algebraic number fields.

### 6.6 Exercises

1. Let $n$ be a positive integer. Prove that

$$
\log n=\sum_{d \mid n} \Lambda(d)
$$

and

$$
\Lambda(n)=-\sum_{d \mid n} \mu(d) \log d
$$

2. Let $\omega(n)$ denote the number of distinct prime divisors of $n$. Let $n \geq 2$ and $r \geq 0$. Prove that

$$
\sum_{\substack{d \mid n \\ \omega(d) \leq 2 r, 1}} \mu(d) \leq 0 \leq \sum_{\substack{d \mid n \\ \omega(d) \leq 2 r}} \mu(d) .
$$

3. With the notation of Theorem 6.10 , prove that

$$
N_{0}=\sum_{k=0}^{1}(-1)^{k} \sum_{|/|-k} N(I)
$$

This formula is often called the inclusion-exclusion principle.
4. Use the inclusion-exclusion principle to prove that

$$
\varphi(n)=n \prod_{p \mid n}\left(1-\frac{1}{p}\right)=n \sum_{d \mid n} \frac{\mu(d)}{d},
$$

where $\varphi(n)$ is the Euler $\varphi$-function.
5. Let $\Phi(x, y)$ denote the number of positive integers $n \leq x$ that are not divisible by any prime $p \leq y$. Prove that

$$
\Phi(x, y)=x \prod_{p \leq y}\left(1-\frac{1}{p}\right)+2^{\pi(y)} \cdot \ll \frac{x}{\log y}+2^{\pi(y)}
$$

6. Prove that

$$
\prod_{r<p \leq x}\left(1-\frac{r}{p}\right) \ll \frac{1}{(\log x)^{r}}
$$

7. Prove that

$$
\sum_{n \leq x}\left(\log \frac{x}{n}\right)^{k}=k!x+O\left((\log x)^{k}\right)
$$

8. Prove that

$$
\exp \left(O\left(\frac{1}{\log x}\right)\right)=1+O\left(\frac{1}{\log x}\right)
$$

## 7

## The Shnirel'man-Goldbach theorem

Das allgemeine Problem der additiven Zahlentheorie ist die Darstellbarkeit aller natürlichen Zahlen durch eine beschränkte Anzahl von Summanden einer gegebenen Folge von natürlichen Zahlen, z. B. der Primzahlfolge oder der Folge der $p$-ten Potenzen. ${ }^{1}$
L. G. Shnirel'man [114]

### 7.1 The Goldbach conjecture

In a letter to Euler in 1742, Goldbach conjectured that every positive even integer $n>2$ is the sum of two primes. Euler replied that he believed the conjecture but could not prove it. It is still unproven, but it has been confirmed by computer calculations for even integers up to $4 \cdot 10^{11}$.

In 1930, Shnirel'man proved that every integer greater than one is the sum of a bounded number of primes. This is a great theorem, the first significant result on the Goldbach conjecture. Shnirel'man used purely combinatorial methods: the Brun sieve and a theorem about the density of the sum of two sets of integers. We shall prove Shnirel'man's theorem in this chapter. Instead of the Brun sieve, however, we shall use a sieve method due to Selberg, which is also completely

[^4]elementary but more elegant and in many cases more powerful than Brun's original sieve argument.

### 7.2 The Selberg sieve

Lemma 7.1 (Cauchy-Schwarz inequality) Let $a_{1}, \ldots, a_{n}, b_{1}, \ldots, b_{n}$ be real numbers. Then

$$
\left(\sum_{i=1}^{n} a_{i} b_{i}\right)^{2} \leq\left(\sum_{i=1}^{n} a_{i}^{2}\right)\left(\sum_{i=1}^{n} b_{i}^{2}\right)
$$

If $a_{j} \neq 0$ for some $j$, then

$$
\left(\sum_{i=1}^{n} a_{i} b_{i}\right)^{2}=\left(\sum_{i=1}^{n} a_{i}^{2}\right)\left(\sum_{i=1}^{n} b_{i}^{2}\right)
$$

if and only if there is a real number $t$ such that $b_{i}=t a_{i}$ for all $i=1, \ldots, n$.
Proof. Since

$$
\begin{aligned}
0 & \leq \sum_{1 \leq i<j \leq n}\left(a_{i} b_{j}-a_{j} b_{i}\right)^{2} \\
& =\sum_{1 \leq i<j \leq n}\left(a_{i}^{2} b_{j}^{2}-2 a_{i} a_{j} b_{i} b_{j}+a_{j}^{2} b_{i}^{2}\right) \\
& =\sum_{i=1}^{n} a_{i}^{2} \sum_{j=1}^{n} b_{j}^{2}-\left(\sum_{i=1}^{n} a_{i} b_{i}\right)^{2},
\end{aligned}
$$

we have

$$
\left(\sum_{i=1}^{n} a_{i} b_{i}\right)^{2} \leq\left(\sum_{i=1}^{n} a_{i}^{2}\right)\left(\sum_{i=1}^{n} b_{i}^{2}\right)
$$

Moreover,

$$
\left(\sum_{i=1}^{n} a_{i} b_{i}\right)^{2}=\left(\sum_{i=1}^{n} a_{i}^{2}\right)\left(\sum_{i=1}^{n} b_{i}^{2}\right)
$$

if and only if

$$
a_{i} b_{j}=a_{j} b_{i}
$$

for all $i \neq j$. In this case, if $a_{j} \neq 0$ for some $j$, let $t=b_{j} / a_{j}$. Then

$$
b_{i}=\left(\frac{b_{j}}{a_{j}}\right) a_{i}=t a_{i}
$$

for $i=1, \ldots, n$. This completes the proof.

Lemma 7.2 Let $a_{1}, \ldots, a_{n}$ be positive real numbers and $b_{1}, \ldots, b_{n}$ be any real numbers. The minimum value of the quadratic form

$$
Q\left(y_{1}, \ldots, y_{n}\right)=a_{1} y_{1}^{2}+\cdots+a_{n} y_{n}^{2}
$$

subject to the linear constraint

$$
\begin{equation*}
b_{1} y_{1}+\cdots+b_{n} y_{n}=1 \tag{7.1}
\end{equation*}
$$

is

$$
m=\left(\sum_{i=1}^{n} \frac{b_{i}^{2}}{a_{i}}\right)^{-1}
$$

and this value is attained if and only if

$$
y_{i}=\frac{m b_{i}}{a_{i}}
$$

for all $i=1, \ldots, n$.
Proof. Let $y_{1}, \ldots, y_{n}$ be real numbers that satisfy (7.1). By the CauchySchwartz inequality, we have

$$
\begin{aligned}
1 & =\left(\sum_{i=1}^{n} b_{i} y_{i}\right)^{2} \\
& =\left(\sum_{i=1}^{n}\left(\frac{b_{i}}{\sqrt{a_{i}}}\right) \sqrt{a_{i}} y_{i}\right)^{2} \\
& \leq\left(\sum_{i=1}^{n} \frac{b_{i}^{2}}{a_{i}}\right)\left(\sum_{i=1}^{n} a_{i} y_{i}^{2}\right)
\end{aligned}
$$

and so

$$
\sum_{i=1}^{n} a_{i} y_{i}^{2} \geq\left(\sum_{i=1}^{n} \frac{b_{i}^{2}}{a_{i}}\right)^{-1}=m
$$

Moreover,

$$
\sum_{i=1}^{n} a_{i} y_{i}^{2}=m
$$

if and only if there exists a real number $t$ such that, for all $i=1, \ldots, n$,

$$
\sqrt{a_{i}} y_{i}=\frac{t b_{i}}{\sqrt{a_{i}}}
$$

or, equivalently,

$$
y_{i}=\frac{t b_{i}}{a_{i}} .
$$

This implies that

$$
1=\sum_{i=1}^{n} b_{i} y_{i}=t \sum_{i=1}^{n} \frac{b_{i}^{2}}{a_{i}}=\frac{t}{m}
$$

and so

$$
t=m
$$

and

$$
y_{i}=\frac{m b_{i}}{a_{i}} .
$$

Conversely, if $y_{i}=m b_{i} / a_{i}$ for all $i$, then $\sum_{i=1}^{n} b_{i} y_{i}=1$ and $Q\left(y_{1}, \ldots, y_{n}\right)=m$. This completes the proof.

Theorem 7.1 (Selberg sieve) Let A be a finite sequence of integers, and let $|A|$ denote the number of terms of the sequence. Let $\mathcal{P}$ be a set of primes. For any real number $z \geq 2$, let

$$
P(z)=\prod_{\substack{p \in \dot{A} \\ p \in \mathcal{p}}} p .
$$

The "sieving function"

$$
S(A, \mathcal{P}, z)
$$

denotes the number of terms of the sequence $A$ that are not divisible by any prime $p \in \mathcal{P}$ such that $p<z$. For every square-free positive integer $d$, let $\left|A_{d}\right|$ denote the number of terms of the sequence $A$ that are divisible by $d$. Let $g(k)$ be a multiplicative function such that

$$
0<g(p)<1 \quad \text { for all } p \in \mathcal{P}
$$

and let $g_{1}(m)$ be a completely multiplicative function such that $g_{1}(p)=g(p)$ for all $p \in \mathcal{P}$. Define the "remainder term" $r(d)$ and the function $G(z)$ by

$$
r(d)=\left|A_{d}\right|-g(d)|A|
$$

and

$$
G(z)=\sum_{\substack{m<x \\ p m a p p \in P}} g_{1}(m) .
$$

Then

$$
\begin{equation*}
S(A, \mathcal{P}, z) \leq \frac{|A|}{G(z)}+\sum_{\substack{d \in f_{i}^{2} \\ d \mid f(z)}} 3^{\omega(d)}|r(d)|, \tag{7.2}
\end{equation*}
$$

where $\omega(d)$ is the number of distinct prime divisors of $d$.
Proof. Since $g$ is a multiplicative function, we have, by Theorem A.7,

$$
g\left(\left[d_{1}, d_{2}\right]\right) g\left(\left(d_{1}, d_{2}\right)\right)=g\left(d_{1}\right) g\left(d_{2}\right)
$$

for all positive integers $d_{1}$ and $d_{2}$.

Let $z \geq 2$. For every divisor $d$ of $P(z)$, we shall choose a real number $\lambda(d)$ subject only to the conditions that

$$
\lambda(1)=1
$$

and

$$
\lambda(d)=0 \quad \text { for all } \quad d \geq z
$$

Since

$$
\left(\sum_{d \mid(u, P(i))} \lambda(d)\right)^{2} \geq 0
$$

for all nonnegative integers $a$ and

$$
\left(\sum_{d \mid(a, P(i))} \lambda(d)\right)^{2}=1 \quad \text { if }(a, P(z))=1
$$

it follows that

$$
\begin{aligned}
& S(A, \mathcal{P}, z)=\sum_{\substack{0, \lambda \\
(u, P(\hat{\beta})-1}} 1 \\
& \leq \sum_{a \in A}\left(\sum_{d \mid(a, P(:))} \lambda(d)\right)^{2} \\
& =\sum_{a \in A} \sum_{\substack{d_{1}\left|a \\
d_{1}\right| P(:)}} \sum_{\substack{d_{2}\left|a \\
d_{2}\right| P(:)}} \lambda\left(d_{1}\right) \lambda\left(d_{2}\right) \\
& =\sum_{d_{1}, d_{2} \mid P(z)} \lambda\left(d_{1}\right) \lambda\left(d_{2}\right) \sum_{\substack{d \in \mathcal{A} \\
\left|d_{1}, d_{2}\right| \mid / \sim}} 1 \\
& =\sum_{d_{1}, d_{2} \mid P(z)} \lambda\left(d_{1}\right) \lambda\left(d_{2}\right) \mid A_{\left[d_{1}, d_{2} \mid\right.} \\
& =\sum_{d_{1}, d_{2} \mid P(z)} \lambda\left(d_{1}\right) \lambda\left(d_{2}\right)\left(g\left(\left[d_{1}, d_{2}\right]\right)|A|+r\left(\left[d_{1}, d_{2}\right]\right)\right) \\
& =|A| \sum_{d_{1}, d_{2} \mid P(z)} g\left(\left[d_{1}, d_{2}\right]\right) \lambda\left(d_{1}\right) \lambda\left(d_{2}\right)+\sum_{d_{1}, d_{2} \mid P(z)} \lambda\left(d_{1}\right) \lambda\left(d_{2}\right) r\left(\left[d_{1}, d_{2}\right]\right) \\
& =|A| \sum_{\substack{\left.d_{1}, d_{2} ; \\
d_{1}, d_{2} \mid P_{i} ;\right)}} \frac{1}{g\left(\left(d_{1}, d_{2}\right)\right)} g\left(d_{1}\right) \lambda\left(d_{1}\right) g\left(d_{2}\right) \lambda\left(d_{2}\right) \\
& +\sum_{\substack{\left.d_{1}, d_{2}<=\\
d_{1}, d_{2} \mid P_{i}\right)}} \lambda\left(d_{1}\right) \lambda\left(d_{2}\right) r\left(\left[d_{1}, d_{2}\right]\right) \\
& =|A| Q+R \text {, }
\end{aligned}
$$

where

$$
Q=\sum_{\substack{d_{1}, d_{2}<\leq \\ d_{1} \cdot d_{!} \mid P(:)}} \frac{1}{g\left(\left(d_{1}, d_{2}\right)\right)} g\left(d_{1}\right) \lambda\left(d_{1}\right) g\left(d_{2}\right) \lambda\left(d_{2}\right)
$$

and

$$
R=\sum_{\substack{d_{1}, d_{2}<: \\ d_{1}, d_{2} P(:)}} \lambda\left(d_{1}\right) \lambda\left(d_{2}\right) r\left(\left[d_{1}, d_{2}\right]\right) .
$$

Let $\mathcal{D}$ be the set of all positive divisors of $P(z)$ that are strictly less than $z$, that is,

$$
\mathcal{D}=\{k \mid P(z): 1 \leq k<z\}
$$

Then $\mathcal{D}$ is a divisor-closed set of square-free integers. If $k \in \mathcal{D}$, then $0<g(k) \leq 1$ since $0<g(p)<1$ for all primes $p \in \mathcal{P}$. For $k \in \mathcal{D}$, we define the function $f(k)$ by

$$
\begin{equation*}
f(k)=\sum_{d \mid k} \frac{\mu(d)}{g(k / d)}=\frac{1}{g(k)} \sum_{d \mid k} \mu(d) g(d)=\frac{1}{g(k)} \prod_{p \mid k}(1-g(p)) . \tag{7.3}
\end{equation*}
$$

Then $f(k)>0$ and $f\left(k_{1} k_{2}\right)=f\left(k_{1}\right) f\left(k_{2}\right)$ if $k_{1}, k_{2} \in \mathcal{D}$ and $\left(k_{1}, k_{2}\right)=1$. By Möbius inversion (Theorem A.19), we have

$$
\begin{equation*}
\frac{1}{g(k)}=\sum_{d \mid k} f(d) \tag{7.4}
\end{equation*}
$$

Then

$$
\begin{aligned}
Q & =\sum_{d_{1}, d_{2} \in \mathcal{D}} \frac{1}{g\left(\left(d_{1}, d_{2}\right)\right)} g\left(d_{1}\right) \lambda\left(d_{1}\right) g\left(d_{2}\right) \lambda\left(d_{2}\right) \\
& =\sum_{d_{1}, d_{2} \in \mathcal{D}} \sum_{\substack{k d_{1} \\
k, d_{2}}} f(k) g\left(d_{1}\right) \lambda\left(d_{1}\right) g\left(d_{2}\right) \lambda\left(d_{2}\right) \\
& =\sum_{k \in \mathcal{D}} f(k) \sum_{\substack{d_{1}, d_{2} \in \mathcal{D} \\
k \mid d_{1}, k d_{2}}} g\left(d_{1}\right) \lambda\left(d_{1}\right) g\left(d_{2}\right) \lambda\left(d_{2}\right) \\
& =\sum_{k \in \mathcal{D}} f(k)\left(\sum_{\substack{d \in \mathcal{D} \\
k \in \mathbb{D}}} g(d) \lambda(d)\right)^{2} \\
& =\sum_{k \in \mathcal{D}} f(k) y_{k}^{2},
\end{aligned}
$$

where

$$
y_{k}=\sum_{\substack{d \in \mathcal{D} \\ k ; d}} g(d) \lambda(d)
$$

Thus, $Q$ is a quadratic form in the variables $y_{k}$.
The set $\mathcal{D}$ is finite and divisor-closed. By Möbius inversion (Theorem A.22), we have

$$
\begin{equation*}
g(d) \lambda(d)=\sum_{\substack{k \in \mathcal{D} \\ d \mid k}} \mu\left(\frac{k}{d}\right) y_{k}=\mu(d) \sum_{\substack{\left.k \in \mathcal{D} \\ d\right|_{k}}} \mu(k) y_{k} . \tag{7.5}
\end{equation*}
$$

In particular, for $d=1$ we obtain

$$
\begin{equation*}
\sum_{k \in \mathcal{D}} \mu(k) y_{k}=1 \tag{7.6}
\end{equation*}
$$

We define

$$
F(z)=\sum_{k \in \mathcal{D}} \frac{1}{f(k)}
$$

By Lemma 7.2, the minimum value of the quadratic form

$$
Q=\sum_{k \in \mathcal{D}} f(k) y_{k}^{2}
$$

subject to the linear constraint (7.6) is

$$
\left(\sum_{k \in \mathcal{D}} \frac{\mu(k)^{2}}{f(k)}\right)^{-1}=\left(\sum_{k \in \mathcal{D}} \frac{1}{f(k)}\right)^{-1}=\frac{1}{F(z)}
$$

and this minimum is attained when

$$
y_{k}=\frac{\mu(k)}{F(z) f(k)} .
$$

We insert these values of $y_{k}$ into (7.5) to compute $\lambda(d)$ as follows:

$$
\begin{aligned}
& \lambda(d)=\frac{\mu(d)}{g(d)} \sum_{\substack{k \in D \\
d / \lambda}} \mu(k) y_{k} \\
& =\frac{\mu(d)}{g(d)} \sum_{\substack{d \in\{ \\
d \ell \mid P(t)}} \mu(d \ell) y_{d \ell} \\
& =\frac{\mu(d)}{g(d)} \sum_{\substack{\ell<i, /, d(P \mid(:)}} \mu(d \ell)\left(\frac{\mu(d \ell)}{F(z) f(d \ell)}\right) \\
& =\frac{\mu(d)}{f(d) g(d) F(z)} \sum_{\substack{\ell=\left\{, d \\
d i \\
P_{( },\right.}} \frac{1}{f(\ell)} \\
& =\frac{\mu(d) F_{d}(z)}{f(d) g(d) F(z)},
\end{aligned}
$$

where

$$
F_{d}(z)=\sum_{\substack{1,: i \\ d(i f()}} \frac{1}{f(\ell)}
$$

In the preceding calculation, we used the fact that if $d \ell$ divides $P(z)$, then $d$ and $\ell$ are relatively prime since $P(z)$ is square-free. We shall use this fact again to prove
that $|\lambda(d)| \leq 1$. Let $d$ be any positive divisor of $P(z)$. Then

$$
\begin{aligned}
& F(z)=\sum_{k \in \mathcal{D}} \frac{1}{f(k)} \\
& =\sum_{\ell \mid d} \sum_{\substack{k \in \mathcal{D} \\
(k, d)-\ell}} \frac{1}{f(k)} \\
& =\sum_{\ell \backslash d} \sum_{\substack { \ell m<\\
\begin{subarray}{c}{(m p i \\
(i) \\
(m, d)=\ell{ \ell m < \\
\begin{subarray} { c } { ( m p i \\
( i ) \\
( m , d ) = \ell } }\end{subarray}} \frac{1}{f(\ell m)} \\
& =\sum_{\ell \mid d} \frac{1}{f(\ell)} \sum_{\substack{m \leq i / 1 \\
(m, i)(t) \\
(m, d / \ell)-1}} \frac{1}{f(m)} \\
& =\sum_{\ell \mid d} \frac{1}{f(\ell)} \sum_{\substack{m, \dot{p} / \ell \\
m \neq d, j \\
m, d, j)=1}} \frac{1}{f(m)} \\
& =\sum_{\ell \mid d} \frac{1}{f(\ell)} \sum_{\substack{m \in z / \ell \\
d m \mid P(t)}} \frac{1}{f(m)} \\
& \geq \sum_{\ell \mid d} \frac{1}{f(\ell)} \sum_{\substack{c<i / d \\
d m \mid P(s)}} \frac{1}{f(m)} \\
& =F_{d}(z) \sum_{\ell \mid d} \frac{1}{f(\ell)} \\
& =\frac{F_{d}(z)}{f(d)} \sum_{\ell \mid d} f(d / \ell) \\
& =\frac{F_{d}(z)}{f(d) g(d)}
\end{aligned}
$$

by (7.4), and so

$$
|\lambda(d)|=\frac{F_{d}(z)}{f(d) g(d) F(z)} \leq 1
$$

By Exercise 1, for any square-free integer $d$ there are exactly $3^{\omega(d)}$ ordered pairs of positive integers $d_{1}, d_{2}$ such that $\left[d_{1}, d_{2}\right]=d$. If $d_{1}, d_{2}<z$, then $d=\left[d_{1}, d_{2}\right]<z^{2}$. If $d_{1}$ and $d_{2}$ divide $P(z)$, then $d=\left[d_{1}, d_{2}\right]$ is a square-free number that also divides $P(z)$. Therefore,

$$
\begin{aligned}
|R| & =\left|\sum_{\substack{d_{1} \cdot d_{2}<\\
d_{1} \cdot d_{2} P(:)}} \lambda\left(d_{1}\right) \lambda\left(d_{2}\right) r\left(\left[d_{1}, d_{2}\right]\right)\right| \\
& \leq \sum_{\substack{d_{1}, d_{2}<i \\
d_{1} \cdot d_{2} \mid P(:)}}\left|r\left(\left[d_{1}, d_{2}\right]\right)\right|
\end{aligned}
$$

$$
\leq \sum_{\substack{\left.d<2 \\ d \mid P_{( }^{2}\right)}} 3^{\omega(d)}|r(d)|
$$

and so

$$
S(A, \mathcal{P}, z) \leq \frac{|A|}{F(z)}+\sum_{\substack{d<i^{2} \\ d P(:)}} 3^{\omega(d)}\left|r_{d}\right|
$$

To obtain the upper bound (7.2) for the sieving function $S(A, \mathcal{P}, z)$, it is enough to prove that $F(z) \geq G(z)$. Let $g_{1}(k)$ be a completely multiplicative function such that

$$
g_{1}(p)=g(p) \quad \text { for all primes } p \in \mathcal{P}
$$

By (7.3),

$$
\begin{aligned}
& F(z)=\sum_{k \in \mathcal{D}} \frac{1}{f(k)} \\
& =\sum_{k \in \mathcal{D}} g(k) \prod_{p \mid k}(1-g(p))^{-1} \\
& =\sum_{k \in \mathcal{D}} g_{1}(k) \prod_{p \mid k}\left(1-g_{1}(p)\right)^{-1} \\
& =\sum_{k \in \mathcal{D}} g_{1}(k) \prod_{p \mid k} \sum_{r=0}^{\infty} g_{1}(p)^{r} \\
& =\sum_{k \in \mathcal{D}} g_{1}(k) \prod_{p \mid k} \sum_{r=0}^{\infty} g_{1}\left(p^{r}\right) \\
& =\sum_{k \in \mathcal{D}} g_{1}(k) \sum_{\substack{\ell=1 \\
p=p \mid k}}^{\infty} g_{1}(\ell) \\
& =\sum_{k \in \mathcal{D}} \sum_{\substack{(=1 \\
p l=p i k}}^{\infty} g_{1}(k \ell) \\
& =\sum_{k \in \mathcal{D}} \sum_{\substack{m=1 \\
\text { sin } \\
\rho i(k) \rightarrow \rho ; k}}^{\infty} g_{1}(m) \\
& =\sum_{m=1}^{\infty} g_{1}(m)\left(\sum_{\substack{k \in \mathcal{D} \\
\operatorname{sim}, m_{k}, m i k}} 1\right) \\
& \geq \sum_{\substack{m \times: \\
p \mid m \rightarrow p \in \mathcal{P}}} g_{1}(m)\left(\sum_{\substack{1 \in \mathcal{D} \\
p|m / A \rightarrow p| k}} 1\right)
\end{aligned}
$$

$$
\begin{aligned}
& \geq \sum_{\substack{m=5 \\
m, m p \in p}} g_{1}(m) \\
& =G(z) \text {, }
\end{aligned}
$$

since, in the last inner sum, we can always choose $k$ to be the "square-free kernel" of $m$, that is, the product of the distinct primes dividing $m$. This completes the proof of the theorem.

### 7.3 Applications of the sieve

In this section, we shall obtain an upper bound for the number of representations of an even integer as the sum of two primes. We also derive an upper bound for the number of representations of an even integer $N$ as the difference of two primes, that is, an upper bound for the number of primes $p \leq x$ such that $p+N$ is also prime.

Theorem 7.2 Let $N$ be an even integer, and let $r(N)$ denote the number of representations of $N$ as the sum of two primes. Then

$$
r(N) \ll \frac{N}{(\log N)^{2}} \prod_{p \mid N}\left(1+\frac{1}{p}\right),
$$

where the implied constant is absolute.
Proof. The representation function $r(N)$ counts the number of primes $p \leq N$ such that $N-p$ is also prime. Let

$$
a_{n}=n(N-n) .
$$

Then

$$
A=\left\{a_{n}\right\}_{n-1}^{N}
$$

is a finite sequence of integers with $|A|=N$ terms. Let $\mathcal{P}$ be the set of all prime numbers. Let

$$
2<z \leq \sqrt{N} .
$$

The sieving function $S(A, \mathcal{P}, z)$ denotes the number of terms of the sequence $A$ that are divisible by no prime $p<z$. If

$$
\sqrt{N}<n<N-\sqrt{N},
$$

and if $a_{n} \equiv 0(\bmod p)$ for some prime $p<z$, then either $n$ or $N-n$ is composite. This implies that

$$
\begin{equation*}
r(N) \leq 2 \sqrt{N}+S(A, \mathcal{P}, z) . \tag{7.7}
\end{equation*}
$$

We shall use the Selberg sieve to obtain an upper bound for $S(A, \mathcal{P}, z)$. We continue to use the notation of Theorem 7.1.

Let $g(m)$ be the completely multiplicative function defined by

$$
g(p)= \begin{cases}2 / p & \text { if } p \text { does not divide } N  \tag{7.8}\\ 1 / p & \text { if } p \text { divides } N\end{cases}
$$

Then $g_{1}(m)=g(m)$ for all $m$. Since $N$ is even, 2 divides $N$ and

$$
0<g(p)<1
$$

for all primes $p$. Also,

$$
a_{n}=n(N-n) \equiv 0 \quad(\bmod p)
$$

if and only if

$$
n \equiv 0 \quad(\bmod p) \quad \text { or } \quad n \equiv N \quad(\bmod p)
$$

If $p$ does not divide $N$, then $N \not \equiv 0(\bmod p)$ and these two congruences are distinct. If $p$ divides $N$, then $N \equiv 0(\bmod p)$ and these two congruences are the same. Let

$$
d=p_{1} \cdots p_{k} q_{1} \cdots q_{l}
$$

be a square-free integer, where the primes $p_{i}$ divide $N$ and the primes $q_{j}$ do not divide $N$. Then

$$
g(d)=\frac{2^{l}}{d}
$$

Since $a_{n} \equiv 0 \quad(\bmod d)$ if and only if $a_{n} \equiv 0 \quad(\bmod p)$ for every prime $p$ dividing $d$, it follows from the Chinese remainder theorem that there are exactly $2^{\ell}$ pairwise distinct congruence classes modulo $d$ such that $a_{n} \equiv 0 \quad(\bmod d)$ if and only if $n$ belongs to one of these $2^{\ell}$ classes. Therefore,

$$
\left|A_{d}\right|=|A| g(d)+r(d)
$$

where

$$
\begin{equation*}
|r(d)| \leq 2^{\ell} \leq 2^{\omega(d)} \tag{7.9}
\end{equation*}
$$

By the Selberg sieve,

$$
S(A, \mathcal{P}, z) \leq \frac{|A|}{G(z)}+\sum_{\substack{d=<^{2} \\ d / P(z)}} 3^{\omega(d)}|r(d)|
$$

where

$$
G(z)=\sum_{m<i} g(m)
$$

and $\omega(d)$ is the number of distinct prime divisors of $d$. Let

$$
m=\prod_{i=1}^{k} p_{i}^{r_{i}} \prod_{j=1}^{\ell} q_{j}^{s_{j}}
$$

where the primes $p_{i}$ divide $N$ and the primes $q_{j}$ do not divide $N$. Then

$$
g(m)=\prod_{i=1}^{k}\left(\frac{1}{p_{i}}\right)^{r_{i}} \prod_{j=1}^{\ell}\left(\frac{2}{q_{j}}\right)^{s_{j}}=\frac{2^{s_{1}+\cdots+s_{i}}}{m}
$$

Let $d_{N}(m)$ denote the number of positive divisors of $m$ that are relatively prime to $N$. Then

$$
d_{N}(m)=d\left(\prod_{j=1}^{\ell} q_{j}^{s_{j}}\right)=\prod_{j=1}^{\ell}\left(s_{j}+1\right) \leq \prod_{j=1}^{m} 2^{s_{j}}=2^{s_{1}+\cdots+s_{m}} .
$$

Therefore,

$$
g(m) \geq \frac{d_{N}(m)}{m}
$$

and so

$$
G(z)=\sum_{m<z} g(m) \geq \sum_{m<z} \frac{d_{N}(m)}{m}
$$

Since

$$
\prod_{p \mid N}\left(1-\frac{1}{p}\right)^{-1}=\sum_{\substack{i=1 \\ p: 1 \sim|N| N}}^{\infty} \frac{1}{t}
$$

it follows that

$$
\begin{aligned}
& \prod_{p \mid N}\left(1-\frac{1}{p}\right)^{-1} G(z) \geq \sum_{m<z} \frac{d_{N}(m)}{m} \sum_{\substack{i=1 \\
p|z \rightarrow p| N}}^{\infty} \frac{1}{t} \\
& =\sum_{m<i} d_{N}(m) \sum_{\substack{t=1 \\
p|r \rightarrow p| w}}^{\infty} \frac{1}{m t} \\
& =\sum_{m<i} d_{N}(m) \sum_{\substack{m=1 \\
m(x)(m)=p \mid x}}^{\infty} \frac{1}{w} \\
& =\sum_{w=1}^{\infty} \frac{1}{w} \sum_{\substack{m \times \pi \\
p(x, m)=p \mid N}} d_{N}(m) \\
& \geq \sum_{w<z} \frac{1}{w} \sum_{\substack{(1 / x) \\
p(N / m / m) p \mid N}} d_{N}(m) .
\end{aligned}
$$

Let

$$
w=\prod_{i=1}^{k} p_{i}^{u_{1}} \prod_{j=1}^{\ell} q_{j}^{v_{j}}
$$

and

$$
m=\prod_{i=1}^{k} p_{i}^{r_{i}} \prod_{j=1}^{\ell} q_{j}^{s_{j}}
$$

where the primes $p_{i}$ divide $N$ and the primes $q_{j}$ do not divide $N$. Since $m$ divides $w$, it follows that $0 \leq r_{i} \leq u_{i}$ for all $i, 0 \leq s_{j} \leq v_{j}$ for all $j$, and

$$
\frac{w}{m}=\prod_{i=1}^{k} p_{i}^{u_{i}-r_{i}} \prod_{j=1}^{\ell} q_{j}^{v_{j}-s_{j}}
$$

Since every prime divisor of $w / m$ divides $N$, it follows that no prime $q_{j}$ divides $w / m$, and so $s_{j}=v_{j}$ for all $j$. Therefore,

$$
m=\prod_{i=1}^{k} p_{i}^{r_{i}} \prod_{j=1}^{\ell} q_{j}^{v_{j}}
$$

and

$$
d_{N}(m)=\prod_{j=1}^{\ell}\left(v_{j}+1\right)
$$

For each integer $w$, the number of such divisors $m$ is

$$
\prod_{i=1}^{\ell}\left(u_{i}+1\right)
$$

It follows that for every positive integer $w<z$, we have

$$
\sum_{\substack{m \mid \mathbb{N} \\ p(w) / m) \rightarrow p \mid N}} d_{N}(m)=\sum_{\substack{m|w \\ p(w / w) \rightarrow p| N}} \prod_{j=1}^{m}\left(v_{j}+1\right)=\prod_{i=1}^{\ell}\left(u_{i}+1\right) \prod_{j=1}^{m}\left(v_{j}+1\right)=d(w)
$$

where the divisor function $d(w)$ counts the number of all positive divisors of $w$. Let

$$
z=N^{1 / 8}
$$

From Theorem A. 13 we obtain

$$
\prod_{p \mid N}\left(1-\frac{1}{p}\right)^{-1} G(z) \geq \sum_{w<z} \frac{d(w)}{w} \gg(\log z)^{2} \gg(\log N)^{2}
$$

Equivalently,

$$
\begin{aligned}
\frac{|A|}{G(z)} & \ll \frac{N}{(\log N)^{2}} \prod_{p \mid N}\left(1-\frac{1}{p}\right)^{-1} \\
& =\frac{N}{(\log N)^{2}} \prod_{p \mid N}\left(1-\frac{1}{p^{2}}\right)^{-1} \prod_{p \mid N}\left(1+\frac{1}{p}\right) \\
& \ll \frac{N}{(\log N)^{2}} \prod_{p \mid N}\left(1+\frac{1}{p}\right)
\end{aligned}
$$

since the infinite product $\prod_{p=2}^{\infty}\left(1-p^{-2}\right)$ converges.
To find an upper bound for the remainder, we use (7.9) to obtain

Since

$$
2^{\omega(d)} \leq d
$$

and

$$
6^{\omega(d)}=\left(2^{\omega(d)}\right)^{\log 6 / \log 2} \leq d^{\log 6 / \log 2}<z^{2 \log 6 / \log 2},
$$

it follows that

$$
R \leq \sum_{d<z^{2}} z^{2 \log 6 / \log 2}<z^{2+2 \log 6 / \log 2}<z^{7.2}=N^{9 / 10}
$$

since $z=N^{1 / 8}$. Then

$$
S(A, \mathcal{P}, z) \ll \frac{N}{(\log N)^{2}} \prod_{p \mid N}\left(1+\frac{1}{p}\right)+N^{9 / 10} \ll \frac{N}{(\log N)^{2}} \prod_{p \mid N}\left(1+\frac{1}{p}\right),
$$

and so

$$
r(N) \leq 2 \sqrt{N}+S(A, \mathcal{P}, z) \ll \frac{N}{(\log N)^{2}} \prod_{p \mid N}\left(1+\frac{1}{p}\right) .
$$

This completes the proof.
Theorem 7.3 Let $N$ be a positive even integer, and let $\pi_{N}(x)$ denote the number of primes $p$ up to $x$ such that $p+N$ is also prime. Then

$$
\pi_{N}(x) \ll \frac{x}{(\log x)^{2}} \prod_{p \mid N}\left(1+\frac{1}{p}\right),
$$

where the implied constant is absolute.
Proof. The proof is similar to the proof of Theorem 7.2. It starts as follows. Let

$$
A=\left\{a_{n}: 1 \leq n \leq x\right\}
$$

be the finite sequence of integers

$$
a_{n}=n(n+N) .
$$

Then $|A|=[x]$. Let $\mathcal{P}$ be the set of all prime numbers. For any $z$ satisfying

$$
2<z \leq \sqrt{x},
$$

we let $S(A, \mathcal{P}, z)$ denote the number of terms of the sequence $A$ that are divisible by no prime $p<z$. If

$$
n>\sqrt{x}
$$

and $a_{n} \equiv 0 \quad(\bmod p)$ for some prime $p<z$, then either $n$ or $n+N$ is composite. This implies that

$$
\pi_{N}(x) \leq \sqrt{x}+S(A, \mathcal{P}, z)
$$

We again use the Selberg sieve to obtain an upper bound for $S(A, \mathcal{P}, z)$. Let

$$
d=p_{1} \cdots p_{k} q_{1} \cdots q_{l}
$$

be a square-free integer, where the primes $p_{i}$ divide $N$ and the primes $q_{j}$ do not divide $N$. Let $\left|A_{d}\right|$ denote the number of terms of the sequence $A$ that are divisible by $d$. For every square-free integer $d$,

$$
\left|A_{d}\right|=\frac{|A|}{g(d)}+r(d)
$$

where $g(d)$ is the completely multiplicative function defined by (7.8), and

$$
|r(d)| \leq 2^{l} \leq 2^{\omega(d)} .
$$

Then

$$
S(A, \mathcal{P}, z) \leq \frac{|A|}{G(z)}+\sum_{\substack{d<\leq: 2 \\ d \mid P_{i z}}} 3^{\text {v(d)}}|r(d)|,
$$

where

$$
G(z)=\sum_{m<z} \frac{1}{g(m)}
$$

The proof continues exactly as above.
In the case where $N=2$, we obtain the following improvement of Brun's Theorem 6.11.

Theorem 7.4 Let $\pi_{2}(x)$ denote the number of twin primes up to $x$. Then

$$
\pi_{2}(x) \ll \frac{x}{(\log x)^{2}}
$$

### 7.4 Shnirel'man density

Let $A$ be a set of integers. For any real number $x$, let $A(x)$ denote the number of positive elements of $A$ not exceeding $x$, that is,

$$
A(x)=\sum_{\substack{a \in 1 \\ 1 \leq a \leq t}} 1 .
$$

The function $A(x)$ is called the counting function of the set $A$. For $x>0$ we have

$$
0 \leq A(x) \leq[x] \leq x
$$

and so

$$
0 \leq \frac{A(x)}{x} \leq 1
$$

The Shnirel'man density of the set $A$, denoted $\sigma(A)$, is defined by

$$
\sigma(A)=\inf _{n=1.2 .3 \ldots} \frac{A(n)}{n}
$$

Clearly,

$$
0 \leq \sigma(A) \leq 1
$$

for every set $A$ of integers. If $\sigma(A)=\alpha$, then

$$
A(n) \geq \alpha n
$$

for all $n=1,2,3, \ldots$ If $1 \notin A$, then $A(1)=0$ and so $\sigma(A)=0$.
If $A$ contains every positive integer, then $A(n)=n$ for all $n \geq 1$ and so $\sigma(A)=1$. If $m \notin A$ for some $m \geq 1$, then $A(m) \leq m-1$ and

$$
\sigma(A) \leq \frac{A(m)}{m} \leq 1-\frac{1}{m}<1
$$

Thus, $\sigma(A)=1$ if and only if $A$ contains every positive integer.
If $A$ and $B$ are sets of integers, the sumset $A+B$ is the set consisting of all integers of the form $a+b$, where $a \in A$ and $b \in B$. If $A_{1}, \ldots, A_{h}$ are $h$ sets of integers, then

$$
A_{1}+A_{2}+\cdots+A_{h}
$$

denotes the set of all integers of the form $a_{1}+a_{2}+\cdots+a_{h}$, where $a_{i} \in A_{i}$ for $i=1,2, \ldots, h$. If $A_{i}=A$ for $i=1,2, \ldots, h$, we let

$$
h A=\underbrace{A+\cdots+A}_{h \text { times }} .
$$

The set $A$ is called a basis of order $h$ if $h A$ contains every nonnegative integer, that is, if every nonnegative integer can be represented as the sum of $h$ not necessarily distinct elements of $A$. The set $A$ is called a basis of finite order if $A$ is a basis of order $h$ for some $h \geq 1$.

Shnirel'man density is an important additive measure of the size of a set of integers. In particular, the set $A$ is a basis of order $h$ if and only if $\sigma(h A)=1$, and the set $A$ is a basis of finite order if and only if $\sigma(h A)=1$ for some $h \geq 1$.

Shnirel'man made the simple but extraordinarily powerful discovery that if $A$ is a set of integers that contains 0 and has positive Shnirel'man density, then $A$ is a basis of finite order.

Lemma 7.3 Let $A$ and $B$ be sets of integers such that $0 \in A, 0 \in B$. If $n \geq 0$ and $A(n)+B(n) \geq n$, then $n \in A+B$.

Proof. If $n \in A$, then $n=n+0 \in A+B$. Similarly, if $n \in B$, then $n=0+n \in$ $A+B$.
Suppose that $n \notin A \cup B$. Define sets $A^{\prime}$ and $B^{\prime}$ by

$$
A^{\prime}=\{n-a: a \in A, 1 \leq a \leq n-1\}
$$

and

$$
B^{\prime}=\{b: b \in B, 1 \leq b \leq n-1\} .
$$

Then $\left|A^{\prime}\right|=A(n)$ since $n \notin A$, and $\left|B^{\prime}\right|=B(n)$ since $n \notin B$. Moreover,

$$
A^{\prime} \cup B^{\prime} \subseteq[1, n-1] .
$$

Since

$$
\left|A^{\prime}\right|+\left|B^{\prime}\right|=A(n)+B(n) \geq n,
$$

it follows that

$$
A^{\prime} \cap B^{\prime} \neq \emptyset .
$$

Therefore, $n-a=b$ for some $a \in A$ and $b \in B$, and so $n=a+b \in A+B$.
Lemma 7.4 Let $A$ and $B$ be sets of integers such that $0 \in A$ and $0 \in B$. If $\sigma(A)+\sigma(B) \geq 1$, then $n \in A+B$ for every nonnegative integer $n$.

Proof. Let $\sigma(A)=\alpha$ and $\sigma(B)=\beta$. If $n \geq 0$, then

$$
A(n)+B(n) \geq(\alpha+\beta) n \geq n,
$$

and Lemma 7.3 implies that $n \in A+B$.
Lemma 7.5 Let $A$ be a set of integers such that $0 \in A$ and $\sigma(A) \geq 1 / 2$. Then $A$ is a basis of order 2 .

Proof. This follows immediately from Lemma 7.4 with $A=B$.
Theorem 7.5 (Shnirel'man) Let $A$ and $B$ be sets of integers such that $0 \in A$ and $0 \in B$. Let $\sigma(A)=\alpha$ and $\sigma(B)=\beta$. Then

$$
\begin{equation*}
\sigma(A+B) \geq \alpha+\beta-\alpha \beta . \tag{7.10}
\end{equation*}
$$

Proof. Let $n \geq 1$. Let $a_{0}=0$ and let

$$
1 \leq a_{1}<\cdots<a_{k} \leq n
$$

be the $k=A(n)$ positive elements of $A$ that do not exceed $n$. Since $0 \in B$, it follows that $a_{i}=a_{i}+0 \in A+B$ for $i=1, \ldots, k$. For $i=0, \ldots, k-1$, let

$$
1 \leq b_{1}<\cdots<b_{r_{i}} \leq a_{i+1}-a_{i}-1
$$

be the $r_{i}=B\left(a_{i+1}-a_{i}-1\right)$ positive elements of $B$ less than $a_{i+1}-a_{i}$. Then

$$
a_{i}<a_{i}+b_{1}<\cdots<a_{i}+b_{r_{i}}<a_{i+1}
$$

and

$$
a_{i}+b_{j} \in A+B
$$

for $j=1, \ldots, r_{i}$. Let

$$
1 \leq b_{1}<\cdots<b_{r_{k}} \leq n-a_{k}
$$

be the $r_{k}=B\left(n-a_{k}\right)$ positive elements of $B$ not exceeding $n-a_{k}$. Then

$$
a_{k}<a_{k}+b_{1}<\cdots<a_{k}+b_{r_{k}} \leq n
$$

and

$$
a_{k}+b_{j} \in A+B
$$

for $j=1, \ldots, r_{k}$. It follows that

$$
\begin{aligned}
(A+B)(n) & \geq A(n)+\sum_{i=0}^{k-1} B\left(a_{i+1}-a_{i}-1\right)+B\left(n-a_{k}\right) \\
& \geq A(n)+\beta \sum_{i=0}^{k-1}\left(a_{i+1}-a_{i}-1\right)+\beta\left(n-a_{k}\right) \\
& =A(n)+\beta \sum_{i=0}^{k-1}\left(a_{i+1}-a_{i}\right)+\beta\left(n-a_{k}\right)-\beta k \\
& =A(n)+\beta n-\beta k \\
& =A(n)+\beta n-\beta A(n) \\
& =(1-\beta) A(n)+\beta n \\
& \geq(1-\beta) \alpha n+\beta n \\
& =(\alpha+\beta-\alpha \beta) n
\end{aligned}
$$

and so

$$
\frac{(A+B)(n)}{n} \geq \alpha+\beta-\alpha \beta
$$

Therefore,

$$
\sigma(A+B) \inf _{n=1.2 \ldots \ldots} \frac{(A+B)(n)}{n} \geq \alpha+\beta-\alpha \beta
$$

This completes the proof.
Inequality (7.10) can be expressed as follows:

$$
\begin{equation*}
1-\sigma(A+B) \leq(1-\sigma(A))(1-\sigma(B)) \tag{7.11}
\end{equation*}
$$

The following theorem generalizes this inequality to the sum of any finite number of sets of integers.

Theorem 7.6 Let $h \geq 1$, and let $A_{1}, \ldots, A_{h}$ be sets of integers such that $0 \in A_{i}$ for $i=1, \ldots, h$. Then

$$
1-\sigma\left(A_{1}+\cdots+A_{h}\right) \leq \prod_{i=1}^{h}\left(1-\sigma\left(A_{i}\right)\right)
$$

Proof. This is by induction on $h$. Let $\sigma\left(A_{i}\right)=\alpha_{i}$ for $\mathrm{i}=1, \ldots$, h. For $h=1$, there is nothing to prove, and for $h=2$ it is inequality (7.11).

Let $h \geq 3$, and assume that the theorem holds for $h-1$. Let $A_{1}, \ldots, A_{h}$ be $h$ sets of integers such that $0 \in A_{i}$ for all $i$. Let $B=A_{2}+\cdots+A_{h}$. It follows from the induction hypothesis that

$$
1-\sigma(B)=1-\sigma\left(A_{2}+\cdots+A_{h}\right) \leq \prod_{i=2}^{h}\left(1-\sigma\left(A_{i}\right)\right)
$$

and so

$$
\begin{aligned}
1-\sigma\left(A_{1}+\cdots+A_{h}\right) & =1-\sigma\left(A_{1}+B\right) \\
& \leq\left(1-\sigma\left(A_{1}\right)\right)(1-\sigma(B)) \\
& \leq\left(1-\sigma\left(A_{1}\right)\right) \prod_{i=2}^{h}\left(1-\sigma\left(A_{i}\right)\right) \\
& =\prod_{i=1}^{h}\left(1-\sigma\left(A_{i}\right)\right) .
\end{aligned}
$$

This completes the proof.
Theorem 7.7 (Shnirel'man) Let $A$ be a set of integers such that $0 \in A$ and $\sigma(A)>0$. Then $A$ is a basis of finite order.

Proof. Let $\sigma(A)=\alpha>0$. Then $0 \leq 1-\alpha<1$, and so

$$
0 \leq(1-\alpha)^{\ell} \leq 1 / 2
$$

for some integer $\ell \geq 1$. By Theorem 7.6,

$$
1-\sigma(\ell A) \leq(1-\sigma(A))^{i}=(1-\alpha)^{\ell} \leq 1 / 2,
$$

and so

$$
\sigma(\ell A) \geq 1 / 2
$$

Let $h=2 \ell$. It follows from Lemma 7.5 that the set $\ell A$ is a basis of order 2 , and so $A$ is a basis of order $2 \ell=h$. This completes the proof.

### 7.5 The Shnirel'man-Goldbach theorem

We shall apply Shnirel'man's criterion for a set of integers to be a basis of finite order to prove that every integer greater than one is a sum of a bounded number of primes. We begin by proving that the set consisting of 0,1 , and the numbers that can be represented as the sum of two primes has positive Shnirel'man density. To do this, we need estimates for the average number of representations of an integer as the sum of two primes.

Lemma 7.6 Let $r(N)$ denote the number of representations of the integer $N$ as the sum of two primes. Then

$$
\sum_{N \leq x} r(N) \gg \frac{x^{2}}{(\log x)^{2}}
$$

Proof. If $p$ and $q$ are primes such that $p, q \leq x / 2$, then $p+q \leq x$. Therefore,

$$
\sum_{N \leq r} r(N) \geq \pi(x / 2)^{2} \gg \frac{(x / 2)^{2}}{(\log (x / 2))^{2}} \gg \frac{x^{2}}{(\log x)^{2}}
$$

by Chebyshev's theorem (Theorem 6.3).
Lemma 7.7 Let $r(N)$ denote the number of representations of $N$ as the sum of two primes. Then

$$
\sum_{N \leq x} r(N)^{2} \ll \frac{x^{3}}{(\log x)^{4}}
$$

Proof. By Theorem 7.2, if $N$ is even, then

$$
r(N) \ll \frac{N}{(\log N)^{2}} \prod_{p \mid N}\left(1+\frac{1}{p}\right) \leq \frac{N}{(\log N)^{2}} \sum_{d \mid N} \frac{1}{d}
$$

This inequality also holds for odd integers, since an odd integer $N$ can be written as the sum of two primes if and only if $N-2$ is prime, in which case $r(N)=2$.

In the following calculation, we use the fact that

$$
\left[d_{1}, d_{2}\right]=\frac{d_{1} d_{2}}{\left(d_{1}, d_{2}\right)} \geq\left(d_{1} d_{2}\right)^{1 / 2}
$$

Then

$$
\begin{aligned}
\sum_{N \leq x} r(N)^{2} & \ll \sum_{N \leq x} \frac{N^{2}}{(\log N)^{4}}\left(\sum_{d \mid N} \frac{1}{d}\right)^{2} \\
& \ll \frac{x^{2}}{(\log x)^{4}} \sum_{N \leq x}\left(\sum_{d \mid N} \frac{1}{d}\right)^{2} \\
& \leq \frac{x^{2}}{(\log x)^{4}} \sum_{N \leq x} \sum_{d_{1} \mid N} \sum_{d_{2} \mid N} \frac{1}{d_{1} d_{2}} \\
& \leq \frac{x^{2}}{(\log x)^{4}} \sum_{d_{1} \cdot d_{2} \leq x} \frac{1}{d_{1} d_{2}} \sum_{\substack{N \leq x \\
d_{1} \mid * d_{2} N}} 1 \\
& =\frac{x^{2}}{(\log x)^{4}} \sum_{d_{1} \cdot d_{2} \leq x} \frac{1}{d_{1} d_{2}} \sum_{\substack{N \leq 土 \\
\left|d_{1} d_{2}\right| \mid N}} 1
\end{aligned}
$$

$$
\begin{aligned}
& \leq \frac{x^{2}}{(\log x)^{4}} \sum_{d_{1}, d_{2} \leq x} \frac{1}{d_{1} d_{2}} \frac{x}{\left[d_{1}, d_{2}\right]} \\
& \leq \frac{x^{3}}{(\log x)^{4}} \sum_{d_{1} \cdot d_{2} \leq x} \frac{1}{d_{1}^{3 / 2} d_{2}^{3 / 2}} \\
& \leq \frac{x^{3}}{(\log x)^{4}}\left(\sum_{d \leq x} \frac{1}{d^{3 / 2}}\right)^{2} \\
& <\frac{x^{3}}{(\log x)^{4}} .
\end{aligned}
$$

This completes the proof.
Theorem 7.8 The set

$$
A=\{0,1\} \cup\{p+q: p, q \quad \text { primes }\}
$$

has positive Shnirel'man density.
Proof. Let $r(N)$ denote the number of representations of $N$ as the sum of two primes. By the Cauchy-Schwarz inequality, we have

$$
\left(\sum_{N \leq x} r(N)\right)^{2} \leq \sum_{\substack{N \leq 1 \\ N \\ N} \geq 1} 1 \sum_{N \leq x} r(N)^{2} \leq A(x) \sum_{N \leq x} r(N)^{2}
$$

By Lemma 7.6 and Lemma 7.7,

$$
\begin{aligned}
\frac{A(x)}{x} & \geq \frac{1}{x} \frac{\left(\sum_{N \leq x} r(N)\right)^{2}}{\sum_{N \leq x} r(N)^{2}} \\
& \gg \frac{1}{x} \frac{\frac{x^{4}}{(\log x)^{4}}}{\frac{x^{3}}{(\log x)^{4}}} \\
& \gg 1 .
\end{aligned}
$$

This means that there exists a number $c_{1}>0$ such that $A(x) \geq c_{1} x$ for all $x \geq x_{0}$. Since 1 belongs to the set $A$, it follows that there exists a number $c_{2}>0$ such that $A(x) \geq c_{2} x$ for $1 \leq x \leq x_{0}$. Therefore, $A(x) \geq \min \left(c_{1}, c_{2}\right) x$ for all $x \geq 1$, and so the Shnirel'man density of $A$ is positive. This completes the proof.

Theorem 7.9 (Goldbach-Shnirel'man) Every integer greater than one is the sum of a bounded number of primes.

Proof. We have shown that the set

$$
A=\{0,1\} \cup\{p+q: p, q \quad \text { primes }\}
$$

has positive Shnirel'man density. By Theorem 7.7, there exists an integer $h$ such that every nonnegative integer is the sum of exactly $h$ elements of $A$. Let $N \geq 2$. Then $N-2 \geq 0$, so for some integers $k$ and $\ell$ with $k+\ell \leq h$ there exist $\ell$ pairs of primes $p_{i}, q_{i}$ such that

$$
N-2=\underbrace{1+\cdots+1}_{k}+\left(p_{1}+q_{1}\right)+\cdots+\left(p_{\ell}+q_{\ell}\right) .
$$

Let $k=2 m+r$, where $r=0$ or 1 . If $r=0$, then

$$
N=\underbrace{2+\cdots+2}_{m+1}+\left(p_{1}+q_{1}\right)+\cdots+\left(p_{\ell}+q_{\ell}\right)
$$

If $r=1$, then

$$
N=\underbrace{2+\cdots+2}_{m}+3+\left(p_{1}+q_{1}\right)+\cdots+\left(p_{\ell}+q_{\ell}\right) .
$$

In both cases, $N$ is a sum of

$$
2 \ell+m+1 \leq 3 h
$$

primes. This completes the proof.
Theorem 7.10 Let $\mathcal{Q}$ be a set of primes that contains a positive proportion of the primes, that is,

$$
Q(x)>\theta \pi(x)
$$

for some $\theta>0$ and all sufficiently large $x$. Then every sufficiently large integer is the sum of a bounded number of primes belonging to $\mathcal{Q}$.

Proof. We shall first show that the set

$$
A(\mathcal{Q})=\{0,1\} \cup\{p+q: p, q \in \mathcal{Q}\}
$$

has positive Shnirel'man density. Let $r(N)$ denote the number of representations of $N$ as the sum of two primes, and let $r_{\varphi}(N)$ denote the number of representations of $N$ as the sum of two primes belonging to $\mathcal{Q}$. Then

$$
\sum_{N \leq x} r_{Q}(N) \geq(Q(x / 2))^{2} \geq(\theta \pi(x))^{2} \gg \frac{x^{2}}{(\log x)^{2}}
$$

By Lemma 7.7,

$$
\sum_{N \leq x} r_{Q}(N)^{2} \leq \sum_{N \leq x} r(N)^{2} \ll \frac{x^{3}}{(\log x)^{4}}
$$

It follows exactly as in the proof of Theorem 7.8 that the set $A(\mathcal{O})$ has positive Shnirel'man density. Therefore, $A(\mathcal{Q})$ is a basis of finite order. It follows that there
exists a number $h_{1}$ such that every nonnegative integer is the sum of $h_{1}$ elements of $\mathcal{Q} \cup\{0,1\}$.

Choose two primes $p_{1}, p_{2} \in \mathcal{Q}$. By Exercise 3, there exists an integer $n_{0}=$ $n_{0}\left(p_{1}, p_{2}\right)$ such that every integer $n \geq n_{0}$ can be written in the form

$$
n=\ell_{1}(n) p_{1}+\ell_{2}(n) p_{2}
$$

where $\ell_{1}(n)$ and $\ell_{2}(n)$ are nonnegative integers. Let

$$
h_{2}=\max \left\{\ell_{1}(n)+\ell_{2}(n): n=n_{0}, \ldots, n_{0}+h_{1}\right\}
$$

and let

$$
h=h_{1}+h_{2} .
$$

If $N \geq n_{0}$, then $N-n_{0}$ can be written as the sum of at most $h_{1}$ elements of $\mathcal{Q} \cup\{1\}$, that is,

$$
N-n_{0}=\underbrace{1+\cdots+1}_{k}+p_{i_{1}}+\cdots p_{i_{l}}
$$

where

$$
k+\ell \leq h_{1} .
$$

Then

$$
n_{0}+k=\ell_{1}(n) p_{1}+\ell_{2}(n) p_{2}
$$

where $\ell_{1}(n)+\ell_{2}(n) \leq h_{2}$, and so

$$
\begin{aligned}
N & =n_{0}+k+p_{i_{1}}+\cdots p_{i_{l}} \\
& =\ell_{1}(n) p_{1}+\ell_{2}(n) p_{2}+p_{i_{1}}+\cdots p_{i_{l}}
\end{aligned}
$$

is a sum of

$$
\ell+\ell_{1}(n)+\ell_{2}(n) \leq h_{1}+h_{2}=h
$$

primes belonging to the set $\mathcal{Q}$. This completes the proof.

### 7.6 Romanov's theorem

Let $a$ be an integer, $a \geq 2$. We investigate how many numbers $N$ up to $x$ can be written in the form

$$
\begin{equation*}
N=p+a^{k}, \tag{7.12}
\end{equation*}
$$

where $p$ is a prime and $k$ is a positive integer. Let $r(N)$ be the number of representations of $N$ in this form. Since the number of positive powers of $a$ up to $x$ is $\ll \log x$ and the number of primes up to $x$ is $\pi(x) \ll x / \log x$, it follows that

$$
\sum_{N \leq x} r(N)=\left|\left\{p+a^{k} \leq x\right\}\right| \ll \log x\left(\frac{x}{\log x}\right)=x
$$

Let

$$
A=\left\{p+a^{k}: p \text { prime and } k \geq 1\right\}
$$

and let $A(x)$ be the counting function of the set $A$. In this section, we shall prove a remarkable theorem of Romanov that the lower asymptotic density of the set $A$ is positive, that is, there exists a constant $c>0$ such that

$$
A(x) \geq c x
$$

for all sufficiently large $x$. This means that a positive proportion of the natural numbers can be represented in the form (7.12).

Lemma 7.8 Let $a$ be an integer, $a \geq 2$. For every integer $d \geq 1$ such that $(a, d)=1$, let $e(d)$ denote the exponent of a modulo $d$, that is, the smallest integer such that

$$
a^{e(d)} \equiv 1 \quad(\bmod d)
$$

Then the series

$$
\sum_{\substack{d-1 \\ \text { a.jo-1 } \\ 0 . i d(d)=1}}^{\infty} \frac{1}{d e(d)}
$$

converges.
Proof. If $(a, d)=1$ and $e(d)=k$, then

$$
a^{k} \equiv 1 \quad(\bmod d)
$$

and so $d$ divides $a^{k}-1$. Since $a^{k}-1$ has only finitely many divisors, it follows that there are only finitely many numbers $d$ such that $e(d)=k$. For $x \geq 2$, let

$$
D=D(x)=\prod_{k \leq x}\left(a^{k}-1\right)
$$

and let $n=\omega(D)$ be the number of distinct prime divisors of $D$. Let

The number $d$ appears in this double sum at most once, and if $d$ appears, then $d$ divides $a^{k}-1$ for some $k \leq x$, so $d$ divides $D$. It follows that

$$
E(x) \leq \sum_{\substack{d \mid n \\ \mu^{2}(d)-1}} \frac{1}{d}=\prod_{p \mid D}\left(1+\frac{1}{p}\right) \leq \prod_{i=1}^{n}\left(1+\frac{1}{p_{i}}\right)
$$

where $p_{1}, p_{2}, \ldots, p_{n}$ are the first $n$ prime numbers. Since

$$
2^{n}=2^{\omega(D)} \leq D=\prod_{k \leq x}\left(a^{k}-1\right)<\prod_{k \leq x} a^{k} \leq a^{x(x+1) / 2}<a^{x^{2}}
$$

it follows that

$$
n<\left(\frac{\log a}{\log 2}\right) x^{2} \ll x^{2}
$$

By Chebyshev (Theorem 6.4),

$$
\log p_{n} \ll \log n \ll \log x
$$

and so, by Mertens's formula (Theorem 6.8),

$$
\begin{aligned}
E(x) & \ll \prod_{p \leq p_{n}}\left(1+\frac{1}{p}\right) \\
& \ll \prod_{p \leq p_{n}}\left(1-\frac{1}{p}\right)^{-1} \\
& \ll \log p_{n} \\
& \ll \log x .
\end{aligned}
$$

By partial summation,

$$
\begin{aligned}
\sum_{k \leq x} \frac{1}{k}\left(\sum_{\substack{(d)-1 \\
(0, d)-1 \\
\mu_{2}^{2}(d)-1}} \frac{1}{d}\right) & =\frac{E(x)}{x}+\int_{1}^{x} \frac{E(t)}{t^{2}} d t \\
& \ll \frac{\log x}{x}+\int_{1}^{x} \frac{\log t}{t^{2}} d t \\
& \ll 1
\end{aligned}
$$

and so the series

$$
\sum_{k=1}^{\infty} \frac{1}{k}\left(\sum_{\substack{\left.k(d) k \\ \text { and } \\ \mu_{1}, d\right)=1}} \frac{1}{d}\right)=\sum_{\substack{d,-1 \\ \text { a.d } \\ \mu^{2}, d \alpha-1}}^{\infty} \frac{1}{d e(d)}
$$

converges. This completes the proof.
Lemma 7.9 Let $a$ be an integer, $a \geq 2$, and let $r(N)$ denote the number of solutions of the equation

$$
N=p+a^{k}
$$

where $p$ is a prime and $k$ is a positive integer. Then

$$
\sum_{N \leq x} r(N)^{2} \ll x
$$

Proof. Since $r(N)^{2}$ is equal to the number of quadruples ( $p_{1}, p_{2}, k_{1}, k_{2}$ ) such that

$$
p_{1}+a^{k_{1}}=p_{2}+a^{k_{2}}=N
$$

it follows that $\sum_{N \leq x} r(N)^{2}$ is equal to the number of quadruples ( $p_{1}, p_{2}, k_{1}, k_{2}$ ) such that

$$
p_{1}+a^{k_{1}}=p_{2}+a^{k_{2}} \leq x .
$$

This does not exceed the number of solutions of the equation

$$
p_{2}-p_{1}=a^{k_{1}}-a^{k_{2}}
$$

with $p_{1}, p_{2} \leq x$ and $k_{1}, k_{2} \leq \log x / \log a$.
Choose positive integers $k_{1} \neq k_{2}$, and let

$$
h=a^{k_{1}}-a^{k_{2}}
$$

Then $h$ is a nonzero, even integer. The number of solutions of the equation

$$
p_{2}-p_{1}=a^{k_{1}}-a^{k_{2}}=h
$$

with $p_{1}, p_{2} \leq x$ is at most the number of primes $p_{1} \leq x$ such that $p_{1}+h$ is also prime. By Theorem 7.3, this is

$$
\pi_{h}(x) \ll \frac{x}{(\log x)^{2}} \prod_{p \mid h}\left(1+\frac{1}{p}\right) .
$$

If $k_{2}>k_{1}$, then

$$
h=a^{k_{1}}\left(a^{k_{2}-k_{1}}-1\right)
$$

and

$$
\begin{aligned}
\prod_{p \mid h}\left(1+\frac{1}{p}\right) & =\prod_{p \mid a^{k_{1}}}\left(1+\frac{1}{p}\right) \prod_{p \mid\left(a^{k_{2}-k_{1}}-1\right)}\left(1+\frac{1}{p}\right) \\
& =\prod_{p \mid a}\left(1+\frac{1}{p}\right) \prod_{p \mid\left(a^{k_{2}-t_{1}}-1\right)}\left(1+\frac{1}{p}\right) \\
& \ll \prod_{p \mid\left(a^{a_{2}-k_{i}}-1\right)}\left(1+\frac{1}{p}\right)
\end{aligned}
$$

where the implied constant depends on $a$. Similarly, if $k_{1}>k_{2}$, then

$$
h=-a^{k_{2}}\left(a^{k_{1}-k_{2}}-1\right)
$$

and

$$
\prod_{p \mid h}\left(1+\frac{1}{p}\right) \ll \prod_{p \mid\left(a^{a_{1}-k_{2}}-1\right)}\left(1+\frac{1}{p}\right)=\prod_{p \mid\left(a^{k_{2}-k_{1}} 1-1\right)}\left(1+\frac{1}{p}\right)
$$

Finally, if $k_{2}=k_{1}$, the number of solutions of the equation

$$
p_{2}-p_{1}=a^{k_{2}}-a^{k_{1}}=0
$$

with $p_{1}, p_{2} \leq x$ and $1 \leq k_{2} \leq \log x / \log a$ is

$$
\frac{\pi(x) \log x}{\log a} \ll x
$$

It follows that

$$
\begin{aligned}
& \sum_{N \leq x} r(N)^{2} \ll x+2 \sum_{1 \leq k_{1}<k_{2} \leq \frac{\log _{x} x}{10 \theta_{0}}} \prod_{p \mid\left(a^{k_{2}-k_{1}}-1\right)}\left(1+\frac{1}{p}\right) \\
& \ll x+\log x \sum_{1 \leq k \leq \frac{\log _{2} g}{\log _{5} a}} \prod_{p \mid\left(a^{t}-1\right)}\left(1+\frac{1}{p}\right) \\
& \ll x+\log x \sum_{1 \leq k \leq \frac{k x}{k_{8} s^{a}}} \sum_{\substack{d i\left(a^{A}-1\right) \\
\mu(d)^{2}-1}} \frac{1}{d} \text {. }
\end{aligned}
$$

To estimate the last term, we observe that

$$
d \mid\left(a^{k}-1\right)
$$

if and only if

$$
a^{k} \equiv 1 \quad(\bmod d)
$$

if and only if

$$
e(d) \mid k
$$

Then

$$
\begin{aligned}
& \leq x+\log x \sum_{\substack{\mu^{2}(d d-1 \\
(a, d)-1}} \frac{\log x}{\operatorname{de}(d) \log a} \\
& \ll x+(\log x)^{2} \sum_{\substack{\mu^{2}(d)-1 \\
(o . d o 1}} \frac{1}{\operatorname{de}(d)} \\
& \ll x
\end{aligned}
$$

since the infinite series converges by Lemma 7.8.

Lemma 7.10 Let $a$ be an integer, $a \geq 2$, and let $r(N)$ denote the number of solutions of the equation

$$
N=p+a^{k}
$$

where $p$ is a prime and $k$ is a positive integer. Then

$$
\sum_{N \leq x} r(N) \gg x
$$

Proof. If $p \leq x / 2$ and $a^{k} \leq x / 2$, then $p+a^{k} \leq x$, so

$$
\sum_{N \leq x} r(N) \gg \pi(x / 2) \log (x / 2) \gg x .
$$

This completes the proof.
Theorem 7.11 (Romanov) Let $a$ be an integer, $a \geq 2$. Let

$$
A=\left\{p+a^{k}: p \text { prime and } k \geq 1\right\}
$$

and let $A(x)$ be the counting function of the set $A$. There exists a constant $c>0$ such that

$$
A(x)>c x
$$

for all sufficiently large $x$.
Proof. We use the Cauchy-Schwarz inequality. By Lemma 7.10 and Lemma 7.9, there exist positive numbers $c_{1}$ and $c_{2}$ such that, for $x$ sufficiently large,

$$
\begin{aligned}
\left(c_{1} x\right)^{2} & \leq\left(\sum_{N \leq x} r(N)\right)^{2} \\
& \leq A(x) \sum_{N \leq x} r(N)^{2} \leq c_{2} x A(x)
\end{aligned}
$$

and so

$$
A(x) \geq c x
$$

### 7.7 Covering congruences

Choosing $a=2$ in Romanov's theorem, we see that a positive proportion of the natural numbers can be written in the form $p+2^{k}$. The only even numbers of this form are $2+2^{k}$, and they constitute a very sparse subset of the even integers, a subset of density zero, so almost all of the integers of the form $p+2^{k}$ are odd. We shall prove that there exists an infinite arithmetic progression of odd natural numbers, none of which can be written in the form $p+2^{k}$. To do this, we introduce the concept of covering congruences for the integers.

Let

$$
1<m_{1}<m_{2}<\cdots<m_{\ell}
$$

be a strictly increasing finite sequence of integers, and let $a_{1}, \ldots, a_{\ell}$ be any integers. Then the $\ell$ congruence classes $a_{i}\left(\bmod m_{i}\right)$ form a system of covering congruences if, for every integer $k$, there exists at least one $i$ such that

$$
\begin{equation*}
k \equiv a_{i} \quad\left(\bmod m_{i}\right) \tag{7.13}
\end{equation*}
$$

This means that the congruence classes $a_{i}\left(\bmod m_{i}\right)$ cover the integers in the sense that

$$
\mathbf{Z}=\bigcup_{i=1}^{\ell}\left\{k \in \mathbf{Z}: k \equiv a_{i} \quad\left(\bmod m_{i}\right)\right\}
$$

It is an essential part of the definition of covering congruences that the moduli $m_{i}$ are pairwise distinct integers greater than one. Here is a simple example of a system of covering congruences.

Lemma 7.11 The six congruences
$0(\bmod 2)$
$0(\bmod 3)$
$1(\bmod 4)$
$3(\bmod 8)$
$7(\bmod 12)$
$23(\bmod 24)$
form a set of covering congruences.
Proof. First, we show that each of the 24 integers $0,1, \ldots, 23$ satisfies at least one of these six congruences. Every even integer $k$ satisfies $k \equiv 0 \quad(\bmod 2)$. For odd integers, we have

$$
\begin{aligned}
1 & \equiv 1 \quad(\bmod 4) \\
3 & \equiv 0 \quad(\bmod 3) \\
5 & \equiv 1 \quad(\bmod 4) \\
7 & \equiv 7 \quad(\bmod 12) \\
9 & \equiv 0 \quad(\bmod 3) \\
11 & \equiv 3 \quad(\bmod 8) \\
13 & \equiv 1 \quad(\bmod 4) \\
15 & \equiv 0 \quad(\bmod 3) \\
17 & \equiv 1 \quad(\bmod 4) \\
19 & \equiv 7 \quad(\bmod 12) \\
21 & \equiv 0 \quad(\bmod 3) \\
23 & \equiv 23 \quad(\bmod 24)
\end{aligned}
$$

For every integer $k$, there is a unique integer $r \in\{0,1, \ldots, 23\}$ such that

$$
k \equiv r \quad(\bmod 24)
$$

Choose $i$ so that

$$
r \equiv a_{i} \quad\left(\bmod m_{i}\right)
$$

where $a_{i}\left(\bmod m_{i}\right)$ is one of our six congruences. Each of the six moduli 2, 3, $4,6,12$, and 24 divides 24 , so $m_{i}$ divides 24 and

$$
k \equiv r \quad\left(\bmod m_{i}\right)
$$

Therefore,

$$
k \equiv a_{i} \quad\left(\bmod m_{i}\right)
$$

This completes the proof.
Theorem 7.12 (Erdôs) There exists an infinite arithmetic progression of odd positive integers, none of which is of the form $p+2^{k}$.

Proof. We shall use the system of covering congruences $a_{i}\left(\bmod m_{i}\right)$ constructed in Lemma 7.11. For each of the six moduli $m_{i}$ in this system, we choose distinct primes $p_{i}$ such that

$$
2^{m_{i}} \equiv 1 \quad\left(\bmod p_{i}\right)
$$

as follows:

$$
\begin{aligned}
2^{2} \equiv 1 & (\bmod 3) \\
2^{3} \equiv 1 & (\bmod 7) \\
2^{4} \equiv 1 & (\bmod 5) \\
2^{8} \equiv 1 & (\bmod 17) \\
2^{12} \equiv 1 & (\bmod 13) \\
2^{24} \equiv 1 & (\bmod 241)
\end{aligned}
$$

Let

$$
\ell=\max \left\{p_{i}\right\}=241
$$

and

$$
m=2^{l} \cdot 3 \cdot 7 \cdot 5 \cdot 17 \cdot 13 \cdot 241
$$

By the Chinese remainder theorem, there exists a unique congruence class $r$ $(\bmod m)$ such that $r \equiv 1\left(\bmod 2^{\ell}\right)$ and $r \equiv 2^{a_{i}}\left(\bmod p_{i}\right)$ for $i=1, \ldots, 6$. This means that

$$
\begin{aligned}
& r \equiv 1 \quad\left(\bmod 2^{\ell}\right) \\
& r \equiv 2^{0} \quad(\bmod 3) \\
& r \equiv 2^{0} \quad(\bmod 7)
\end{aligned}
$$

$$
\begin{aligned}
& r \equiv 2^{1} \quad(\bmod 5) \\
& r \equiv 2^{3} \quad(\bmod 17) \\
& r \equiv 2^{7} \quad(\bmod 13) \\
& r \equiv 2^{23} \quad(\bmod 241)
\end{aligned}
$$

where the exponents in the powers of 2 are the least nonnegative residues $a_{i}$ in the six congruence classes in the system of covering congruences. Since $r$ is odd and the modulus $m$ is even, it follows that every integer in the congruence class $r$ $(\bmod m)$ is odd.

Let $N$ be an integer in the congruence class $r(\bmod m)$ such that

$$
N>2^{\ell}+\ell .
$$

Let $k$ be a positive integer such that $2^{k}<N$. There is a congruence class $a_{i}$ $\left(\bmod \boldsymbol{m}_{\boldsymbol{i}}\right)$ in the system of covering congruences such that

$$
k \equiv a_{i} \quad\left(\bmod m_{i}\right)
$$

so $k=a_{i}+m_{i} u_{i}$ for some integer $u_{i}$. Since

$$
2^{m_{i}} \equiv 1 \quad\left(\bmod p_{i}\right)
$$

we have

$$
2^{k}=2^{a_{i}} 2^{m_{1} u_{i}} \equiv 2^{a_{i}} \quad\left(\bmod p_{i}\right) .
$$

Since

$$
N \equiv r \quad\left(\bmod p_{i}\right)
$$

and

$$
r \equiv 2^{a_{i}} \quad\left(\bmod p_{i}\right)
$$

it follows that

$$
N \equiv r \equiv 2^{a_{i}} \equiv 2^{k} \quad\left(\bmod p_{i}\right)
$$

and so

$$
N=2^{k}+p_{i} v
$$

for some positive integer $v$. If $k \leq \ell$, then

$$
p_{i} v=N-2^{k} \geq N-2^{\ell}>\ell=\max \left\{p_{i}\right\} \geq p_{i}
$$

for $i=1, \ldots, 6$, and so $v>1$. If $k>\ell$, then

$$
N-2^{k} \equiv N \equiv 1 \quad\left(\bmod 2^{\ell}\right)
$$

and so

$$
p_{i} v=N-2^{k}=1+2^{\ell} w>2^{\ell}>\ell \geq p_{i}
$$

and $v>1$. In both cases, $N-2^{k}$ is composite. This completes the proof.

### 7.8 Notes

Shnirel'man's fundamental paper was published first in Russian [113] and then expanded and published in German [114]. By Shnirel'man's constant we mean the smallest number $h$ such that every integer greater than one is the sum of at most $h$ primes. Using the Brun sieve, Shnirel'man proved that this constant is finite. The best estimate for Shnirel'man's constant is due to Ramaré [100], who has proved that every even integer is the sum of at most six primes. It follows that Shnirel'man's constant is at most seven. The Goldbach conjecture implies that Shirel'man's constant is three.

In this chapter, I use the Selberg sieve instead of the Brun sieve to prove the Goldbach-Shnirel'man theorem. See Hua [63] for a nice account of this approach. Landau [76, 77] gives Shnirel'man's original method. Theorem 7.10, the generalization of the Goldbach-Shnirel'man theorem to dense subsets of the primes, is due to Nathanson [90].

Selberg introduced his sieve in a beautiful short paper [109]. I use Selberg's original proof of the sieve inequality (7.2). See Selberg's Collected Papers[110, 111] for his papers on sieve theory. Prachar [97] contains a nice exposition of the Selberg sieve, with many applications. The standard references on sieve methods are the monographs of Halberstam and Richert [44] and Motohashi [87].

Romanov's theorem appears in the paper [103]. Romanov also proved that, for a fixed exponent $k$, the set of integers of the form $p+n^{k}$ has positive density. The proof of Theorem 7.8 of Romanov's theorem was simplified by Erdôs and Turán [30] and Erdôs [33].

Erdôs [32] invented covering congruences and used them to construct the infinite arithmetic progression of odd positive integers not of the form $p+2^{k}$, as described in Theorem 7.12. Crocker [16] proved that there exists an infinite set of odd positive integers that cannot be represented as the sum of a prime and two positive powers of 2 . Crocker's set is sparse. It is an open problem to determine if there exists an infinite arithmetic progression of odd positive integers not of the form $p+2^{k_{1}}+2^{k_{2}}$.

There are many unsolved problems concerning covering congruences. It is not known, for example, whether there exists a system of covering congruences all of whose moduli are odd. Nor is it known whether, for any number $M$, there exists a system of covering congruences all of whose moduli are greater than $M$. The best result is due to Choi [12], who proved that there exists a system of covering congruences with smallest modulus 20.

### 7.9 Exercises

1. Prove that for any square-free integer $d$ there are exactly $3^{\omega(d)}$ pairs of positive integers $d_{1}, d_{2}$ such that $\left[d_{1}, d_{2}\right]=d$.
2. Let $\omega(n)$ denote the number of distinct prime divisors of $n$. Let $n \geq 2$ and $r \geq 0$. Prove that
3. Let $a_{1}$ and $a_{2}$ be relatively prime positive integers. Prove that there exists an integer $n_{0}=n_{0}\left(a_{1}, a_{2}\right)$ such that every integer $n \geq n_{0}$ can be written in the form

$$
n=\ell_{1}(n) a_{1}+\ell_{2}(n) a_{2}
$$

for some nonnegative integers $\ell_{1}(n), \ell_{2}(n)$.
4. Construct a system of covering congruences whose moduli are $2,3,4,6$, and 12 .
5. Let us call an integer $n$ exceptional if $n-2^{k}$ is prime for all positive integers $k<\log n / \log 2$. Find all exceptional numbers up to 105 . Erdôs [32] has written that "it seems likely that 105 is the largest exceptional integer."
6. Let $\left\{a_{i}\left(\bmod m_{i}\right): i=1, \ldots, k\right\}$ be a system of covering congruences. Prove that

$$
\sum_{i=1}^{k} \frac{1}{m_{i}} \geq 1
$$

## 8

## Sums of three primes

The method which I discovered in 1937 for estimating sums over primes permits, in the first instance, the evaluation of an estimate for the simplest of such sums, i.e. a sum of the type:

$$
\sum_{p \leq N} e^{2 \pi i \alpha p}
$$

This estimate in combination with the previously known theorems concerning the distribution of primes in arithmetic progressions... paved the way for establishing unconditionally the asymptotic formula of Hardy and Littlewood in the Goldbach temary representation problem.
I. M. Vinogradov [135, page 365]

### 8.1 Vinogradov's theorem

Vinogradov proved that every sufficiently large odd integer is the sum of three primes. In addition, he obtained an asymptotic formula for the number of representations of an odd integer as the sum of three prime numbers. Vinogradov's theorem is one of the great results in additive prime number theory. The principal ingredients of the proof are the circle method and an estimate of a certain exponential sum over prime numbers.

The counting function for the number of representations of an odd integer $N$ as the sum of three primes is

$$
r(N)=\sum_{p_{1}+p_{2}+p_{3}-N} 1
$$

The following is Vinogradov's asymptotic formula for $r(N)$.
Theorem 8.1 (Vinogradov) There exists an arithmetic function $\mathfrak{S}(N)$ and positive constants $c_{1}$ and $c_{2}$ such that

$$
c_{1}<\mathfrak{S}(N)<c_{2}
$$

for all sufficiently large odd integers $N$, and

$$
r(N)=\mathfrak{G}(N) \frac{N^{2}}{2(\log N)^{3}}\left(1+O\left(\frac{\log \log N}{\log N}\right)\right)
$$

The arithmetic function $\mathfrak{S}(N)$ is called the singular series for the ternary Goldbach problem.

### 8.2 The singular series

We begin by studying the arithmetic function

$$
\begin{equation*}
\mathfrak{S}(N)=\sum_{q=1}^{\infty} \frac{\mu(q) c_{q}(N)}{\varphi(q)^{3}} \tag{8.1}
\end{equation*}
$$

where

$$
c_{q}(N)=\sum_{\substack{a-1 \\(q, a)-1}}^{q} e(a N / q)
$$

is Ramanujan's sum (A.2). The function $\mathfrak{S}(N)$ is called the singular series for the ternary Goldbach problem.

Theorem 8.2 The singular series $\mathfrak{S}(N)$ converges absolutely and uniformly in $N$ and has the Euler product

$$
\mathcal{S}(N)=\prod_{p}\left(1+\frac{1}{(p-1)^{3}}\right) \prod_{p \mid N}\left(1-\frac{1}{p^{2}-3 p+3}\right) .
$$

There exist positive constants $c_{1}$ and $c_{2}$ such that

$$
c_{1}<\mathfrak{S}(N)<c_{2}
$$

for all positive integers $N$. Moreover, for any $\varepsilon>0$,

$$
\begin{equation*}
\mathfrak{S}(N, Q)=\sum_{q \leq Q} \frac{\mu(q) c_{q}(N)}{\varphi(q)^{3}}=\mathfrak{S}(N)+O\left(Q^{-(1-\varepsilon)}\right) \tag{8.2}
\end{equation*}
$$

where the implied constant depends only on $\varepsilon$.

Proof. Clearly, $c_{q}(N) \ll \varphi(q)$. By Theorem A.16,

$$
\varphi(q)>q^{1-\varepsilon}
$$

for $\varepsilon>0$ and all sufficiently large integers $q$, and so

$$
\frac{\mu(q) c_{q}(N)}{\varphi(q)^{3}} \ll \frac{1}{\varphi(q)^{2}} \ll \frac{1}{q^{2-\varepsilon}}
$$

Thus, the singular series converges absolutely and uniformly in $N$. Moreover,

$$
\mathfrak{S}(N)-\mathfrak{S}(N, Q) \ll \sum_{q>Q} \frac{1}{\varphi(q)^{2}} \ll \sum_{q>Q} \frac{1}{q^{2-\varepsilon}} \ll \frac{1}{Q^{1-\varepsilon}}
$$

By Theorem A.24, $c_{q}(N)$ is a multiplicative function of $q$ and

$$
c_{p}(N)= \begin{cases}p-1 & \text { if } p \text { divides } N \\ -1 & \text { if } p \text { does not divide } N\end{cases}
$$

Since the arithmetic function

$$
\frac{\mu(q) c_{q}(N)}{\varphi(q)^{3}}
$$

is multiplicative in $q$ and $\mu\left(p^{j}\right)=0$ for $j \geq 2$, it follows from Theorem A. 28 that the singular series has the Euler product

$$
\begin{aligned}
\mathfrak{S}(N) & =\prod_{p}\left(1+\sum_{j=1}^{\infty} \frac{\mu\left(p^{j}\right) c_{p^{\prime}}(N)}{\varphi\left(p^{j}\right)^{3}}\right) \\
& =\prod_{p}\left(1-\frac{c_{p}(N)}{\varphi(p)^{3}}\right) \\
& =\prod_{p W}\left(1+\frac{1}{(p-1)^{3}}\right) \prod_{p \mid N}\left(1-\frac{1}{(p-1)^{2}}\right) \\
& =\prod_{p}\left(1+\frac{1}{(p-1)^{3}}\right) \prod_{p \mid N}\left(1-\frac{1}{p^{2}-3 p+3}\right)
\end{aligned}
$$

and so there exist positive constants $c_{1}$ and $c_{2}$ such that

$$
c_{1}<\mathfrak{S}(N)<c_{2}
$$

for all positive integers $N$. This completes the proof.

### 8.3 Decomposition into major and minor arcs

As in the proof of the Hardy-Littlewood asymptotic formula for Waring's problem, we decompose the unit interval $[0,1]$ into two disjoint sets: the major arcs $\mathfrak{M}$ and the minor arcs m .

Let $B>0$ and

$$
\begin{equation*}
Q=(\log N)^{B} \tag{8.3}
\end{equation*}
$$

For

$$
\begin{aligned}
& 1 \leq q \leq Q \\
& 0 \leq a \leq q
\end{aligned}
$$

and

$$
(a, q)=1
$$

the major arc $\mathfrak{M}(q, a)$ is the interval consisting of all real numbers $\alpha \in[0,1]$ such that

$$
\left|\alpha-\frac{a}{q}\right| \leq \frac{Q}{N}
$$

If $\alpha \in \mathfrak{M}(q, a) \cap \mathfrak{M}\left(q^{\prime}, a^{\prime}\right)$ and $a / q \neq a^{\prime} / q^{\prime}$, then $\left|a q^{\prime}-a^{\prime} q\right| \geq 1$ and

$$
\begin{aligned}
\frac{1}{Q^{2}} & \leq \frac{1}{q q^{\prime}} \leq \frac{\left|a q^{\prime}-a^{\prime} q\right|}{q q^{\prime}}=\left|\frac{a}{q}-\frac{a^{\prime}}{q^{\prime}}\right| \\
& \leq\left|\frac{a}{q}-\alpha\right|+\left|\alpha-\frac{a^{\prime}}{q^{\prime}}\right| \leq \frac{2 Q}{N}
\end{aligned}
$$

or, equivalently,

$$
N \leq 2 Q^{3}=2(\log N)^{3 B}
$$

This is impossible for $N$ sufficiently large. Therefore, the major arcs $\mathfrak{M}(q, a)$ are pairwise disjoint for large $N$. The set of major arcs is

$$
\mathfrak{M}=\bigcup_{q=1}^{Q} \bigcup_{\substack{a=0 \\(a q \vee-1}}^{q} \mathfrak{M}(q, a) \subseteq[0,1]
$$

and the set of minor arcs is

$$
\mathfrak{m}=[0,1] \backslash \mathfrak{M}
$$

We consider a weighted sum over the representations of $N$ as a sum of three primes:

$$
R(N)=\sum_{p_{1}+p_{2}+p_{1}=N} \log p_{1} \log p_{2} \log p_{3}
$$

Vinogradov obtained an asymptotic formula for $R(N)$, from which Theorem 8.1 will follow by an elementary argument. We can use the circle method to express the representation function $R(N)$ as the integral of a trigonometric polynomial over the major and minor arcs. Let

$$
\begin{equation*}
F(\alpha)=\sum_{p \leq N}(\log p) e(p \alpha) . \tag{8.4}
\end{equation*}
$$

This exponential sum over primes is the generating function for $R(N)$, and

$$
\begin{aligned}
R(N) & =\sum_{p_{1}+p_{2}+p_{3}=N} \log p_{1} \log p_{2} \log p_{3}=\int_{0}^{1} F(\alpha)^{3} e(-N \alpha) d \alpha \\
& =\int_{\mathfrak{M}} F(\alpha)^{3} e(-N \alpha) d \alpha+\int_{\mathfrak{m}} F(\alpha)^{3} e(-N \alpha) d \alpha
\end{aligned}
$$

The main term in Vinogradov's theorem will come from the integral over the major arcs, and the integral over the minor arcs will be negligible.

### 8.4 The integral over the major arcs

Just as in the Hardy-Littlewood asymptotic formula, the integral over the major arcs in Vinogradov's theorem is (except for a small error term) the product of the singular series $\mathfrak{S}(N)$ and an integral $J(N)$. In this case, the integral $J(N)$ is very easy to evaluate.

Lemma 8.1 Let

$$
u(\beta)=\sum_{m=1}^{N} e(m \beta)
$$

Then

$$
J(N)=\int_{-1 / 2}^{1 / 2} u(\beta)^{3} e(-N \beta) d \beta=\frac{N^{2}}{2}+O(N)
$$

Proof. By Theorem 5.1, the number of representations of $N$ as the sum of three positive integers is

$$
\begin{aligned}
J(N) & =\int_{-1 / 2}^{1 / 2} u(\beta)^{3} e(-N \beta) d \beta \\
& =\int_{-1 / 2}^{1 / 2} \sum_{m_{1}=1}^{N} \sum_{m_{2}-1}^{N} \sum_{m_{3}=1}^{N} e\left(\left(m_{1}+m_{2}+m_{3}-N\right) \beta\right) d \beta \\
& =\binom{N-1}{2} \\
& =\frac{N^{2}}{2}+O(N)
\end{aligned}
$$

This completes the proof.
In the next lemma we shall apply the Siegel-Walfisz theorem on the distribution of prime numbers in arithmetic progressions. A proof can be found in Davenport [19].

Theorem 8.3 (Siegel-Walfisz) If $q \geq 1$ and $(q, a)=1$, then, for any $C>0$.

$$
\vartheta(x ; q, a)=\sum_{\substack{p \leq \leq \\ p=s(\bmod q)}} \log p=\frac{x}{\varphi(q)}+O\left(\frac{x}{(\log x)^{C}}\right)
$$

for all $x \geq 2$, where the implied constant depends only on $C$.
Lemma 8.2 Let

$$
F_{x}(\alpha)=\sum_{p=1}(\log p) e(p \alpha)
$$

Let $B$ and $C$ be positive real numbers. If $1 \leq q \leq Q=(\log N)^{\prime \prime}$ and $(q, a)=1$. then

$$
F_{x}(a / q)=\frac{\mu(q)}{\varphi(q)} x+O\left(\frac{Q N}{(\log N)^{C}}\right)
$$

for $1 \leq x \leq N$, where the implied constant depends only on $B$ and $C$.
Proof. Let $p \equiv r \quad(\bmod q)$. Then $p$ divides $q$ if and only if $(r . q)>1$, and so

Therefore,

$$
\begin{aligned}
& F_{x}\left(\frac{a}{q}\right)=\sum_{r=1}^{q} \sum_{\substack { p \leq x \\
p=\begin{subarray}{c}{\bmod q){ p \leq x \\
p = \begin{subarray} { c } { \operatorname { m o d } q ) } }\end{subarray}}(\log p) e\left(\frac{p a}{q}\right) \\
& =\sum_{\substack{r=1 \\
(r, q-1}}^{q} \sum_{\substack{p \leq x \\
p=x \\
(\bmod q)}}(\log p) e\left(\frac{r a}{q}\right)+O(\log q) \\
& =\sum_{\substack{r=1 \\
(r, q-1}}^{q} e\left(\frac{r a}{q}\right) \sum_{\substack{p \leq x \\
p=r i m a d}}(\log p)+O(\log Q) \\
& =\sum_{\substack{r=1 \\
(, q-1}}^{q} e\left(\frac{r a}{q}\right) \vartheta(x ; q, r)+O(\log Q) \\
& =\sum_{\substack{1,-1 \\
(, q)-1}}^{q} e\left(\frac{r a}{q}\right)\left(\frac{x}{\varphi(q)}+O\left(\frac{x}{(\log x)^{C}}\right)\right)+O(\log Q) \\
& =\frac{c_{q}(a)}{\varphi(q)} x+O\left(\frac{q x}{(\log x)^{C}}\right)+O(\log Q) \\
& =\frac{\mu(q)}{\vartheta(q)} x+O\left(\frac{Q N}{(\log N)^{C}}\right) \text {, }
\end{aligned}
$$

since, by Theorem A. $24, c_{q}(a)=\mu(a)$ if $(q, a)=1$.

Lemma 8.3 Let $B$ and $C$ be positive real numbers with $C>2 B$. If $\alpha \in \mathfrak{M}(q, a)$ and $\beta=\alpha-a / q$, then

$$
F(\alpha)=\frac{\mu(q)}{\varphi(q)} u(\beta)+O\left(\frac{Q^{2} N}{(\log N)^{C}}\right)
$$

and

$$
F(\alpha)^{3}=\frac{\mu(q)}{\varphi(q)^{3}} u(\beta)^{3}+O\left(\frac{Q^{2} N^{3}}{(\log N)^{C}}\right)
$$

where the implied constants depend only on $B$ and $C$.
Proof. If $\alpha \in \mathfrak{M}(q, a)$, then $\alpha=a / q+\beta$, where $|\beta| \leq Q / N$. Let

$$
\lambda(m)= \begin{cases}\log p & \text { if } m=p \text { is prime } \\ 0 & \text { otherwise }\end{cases}
$$

If $1 \leq x \leq N$, then

$$
\begin{aligned}
F(\alpha)-\frac{\mu(q)}{\varphi(q)} u(\beta) & =\sum_{p \leq N} \log p e(p \alpha)-\frac{\mu(q)}{\varphi(q)} \sum_{m=1}^{N} e(m \beta) \\
& =\sum_{m=1}^{N} \lambda(m) e(m \alpha)-\frac{\mu(q)}{\varphi(q)} \sum_{m=1}^{N} e(m \beta) \\
& =\sum_{m=1}^{N} \lambda(m) e\left(\frac{m a}{q}+m \beta\right)-\sum_{m=1}^{N} \frac{\mu(q)}{\varphi(q)} e(m \beta) \\
& =\sum_{m=1}^{N}\left(\lambda(m) e\left(\frac{m a}{q}\right)-\frac{\mu(q)}{\varphi(q)}\right) e(m \beta) .
\end{aligned}
$$

By Lemma 8.2, we have

$$
\begin{aligned}
A(x) & =\sum_{1 \leq m \leq x}\left(\lambda(m) e\left(\frac{m a}{q}\right)-\frac{\mu(q)}{\varphi(q)}\right) \\
& =\sum_{1 \leq m \leq x} \lambda(m) e\left(\frac{m a}{q}\right)-\frac{\mu(q)}{\varphi(q)} x+O\left(\frac{1}{\varphi(q)}\right) \\
& =F_{x}\left(\frac{a}{q}\right)-\frac{\mu(q)}{\varphi(q)} x+O(1) \\
& =O\left(\frac{Q N}{(\log N)^{C}}\right)
\end{aligned}
$$

By partial summation, we obtain

$$
\begin{aligned}
F(\alpha)-\frac{\mu(q)}{\varphi(q)} u(\beta) & =A(N) e(N \beta)-2 \pi i \beta \int_{1}^{N} A(x) e(x \beta) d x \\
& \ll|A(N)|+|\beta| N \max \{A(x): 1 \leq x \leq N\} \\
& \ll \frac{Q^{2} N}{(\log N)^{C}} .
\end{aligned}
$$

Clearly, $|u(\beta)| \leq N$. Since $C>2 B$, we have

$$
\frac{Q^{2} N}{(\log N)^{C}}=\frac{N}{(\log N)^{C-2 B}}<N
$$

and the estimate for $F(\alpha)^{3}$ follows immediately. This completes the proof.
Theorem 8.4 For any positive numbers $B, C$, and $\varepsilon$ with $C>2 B$, the integral over the major arcs is

$$
\int_{\mathfrak{M}} F(\alpha)^{3} e(-N \alpha) d \alpha=\mathfrak{S}(N) \frac{N^{2}}{2}+O\left(\frac{N^{2}}{(\log N)^{(1-\xi) B}}\right)+O\left(\frac{N^{2}}{(\log N)^{C-5 B}}\right)
$$

where the implied constants depend only on $B, C$, and $\varepsilon$.
Proof. We note that the length of the major $\operatorname{arc} \mathfrak{M}(q, a)$ is $Q / N$ if $q=1$ and $2 Q / N$ if $q \geq 2$. By Lemma 8.3,

$$
\begin{aligned}
& \int_{\mathfrak{M}}\left(F(\alpha)^{3}-\frac{\mu(q)}{\varphi(q)^{3}} u\left(\alpha-\frac{a}{q}\right)^{3}\right) e(-N \alpha) d \alpha \\
& =\sum_{q \leq Q} \sum_{\substack{a=0 \\
(a, q)-1}}^{q} \int_{\mathfrak{M}_{(q . a)}}\left(F(\alpha)^{3}-\frac{\mu(q)}{\varphi(q)^{3}} u\left(\alpha-\frac{a}{q}\right)^{3}\right) e(-N \alpha) d \alpha \\
& \ll \sum_{q \leq Q} \sum_{\substack{a=0 \\
(a, q)-1}}^{q} \int_{\mathfrak{M}_{(q . a)}} \frac{Q^{2} N^{3}}{(\log N)^{C}} d \alpha \\
& \ll \sum_{q \leq Q} \sum_{\substack{a=0 \\
(a, q)-1}}^{q} \frac{Q^{3} N^{2}}{(\log N)^{C}} \\
& \leq \frac{Q^{5} N^{2}}{(\log N)^{C}} \\
& \leq \frac{N^{2}}{(\log N)^{C-5 B}}
\end{aligned}
$$

If $\alpha=a / q+\beta \in \mathfrak{M}(q, a)$, then $|\beta| \leq Q / N$ and

$$
\begin{aligned}
& \sum_{q \leq Q} \sum_{\substack{a-0)-1 \\
(a . q)-1}}^{q} \frac{\mu(q)}{\varphi(q)^{3}} \int_{\mathfrak{M}_{(q, a)}} u\left(\alpha-\frac{a}{q}\right)^{3} e(-N \alpha) d \alpha \\
& =\sum_{q \leq Q} \sum_{\substack{a-1 \\
(a, q-1}}^{q} \frac{\mu(q)}{\varphi(q)^{3}} \int_{a / q-Q / N}^{a / q+Q / N} u\left(\alpha-\frac{a}{q}\right)^{3} e(-N \alpha) d \alpha \\
& =\sum_{q \leq Q} \frac{\mu(q)}{\varphi(q)^{3}} \sum_{\substack{a=1 \\
(a . q-1}}^{q} e(-N a / q) \int_{-Q / N}^{Q / N} u(\beta)^{3} e(-N \beta) d \beta
\end{aligned}
$$

$$
\begin{aligned}
& =\sum_{q \leq Q} \frac{\mu(q) c_{q}(-N)}{\varphi(q)^{3}} \int_{-Q / N}^{Q / N} u(\beta)^{3} e(-N \beta) d \beta \\
& =\subseteq(N, Q) \int_{-Q / N}^{Q / N} u(\beta)^{3} e(-N \beta) d \beta
\end{aligned}
$$

By Lemma 4.7, if $|\beta| \leq 1 / 2$, then

$$
u(\beta) \ll|\beta|^{-1}
$$

and

$$
\begin{aligned}
\int_{Q / N}^{1 / 2} u(\beta)^{3} e(-N \beta) d \beta & \ll \int_{Q / N}^{1 / 2}|u(\beta)|^{3} d \beta \\
& \ll \int_{Q / N}^{1 / 2} \beta^{-3} d \beta \\
& <\frac{N^{2}}{Q^{2}} .
\end{aligned}
$$

Similarly,

$$
\int_{-1 / 2}^{-Q / N} u(\beta)^{3} e(-N \beta) d \beta \ll \frac{N^{2}}{Q^{2}}
$$

By Lemma 8.1,

$$
\begin{aligned}
\int_{-Q / N}^{Q / N} u(\beta)^{3} e(-N \beta) d \beta & =\int_{-1 / 2}^{1 / 2} u(\beta)^{3} e(-N \beta) d \beta+O\left(N^{2} Q^{-2}\right) \\
& =\frac{N^{2}}{2}+O(N)+O\left(\frac{N^{2}}{Q^{2}}\right) \\
& =\frac{N^{2}}{2}+O\left(\frac{N^{2}}{Q^{2}}\right) .
\end{aligned}
$$

By Theorem 8.2,

$$
\mathfrak{S}(N, Q)=\mathfrak{S}(N)+O\left(\frac{1}{Q^{1-\varepsilon}}\right)
$$

Therefore,

$$
\begin{aligned}
& \int_{\mathfrak{M}} F(\alpha)^{3} e(-N \alpha) d \alpha \\
& =\mathfrak{S}(N, Q) \int_{-Q / N}^{Q / N} u(\beta)^{3} e(-N \beta) d \beta+O\left(\frac{N^{2}}{(\log N)^{C-S B}}\right) \\
& =\mathfrak{S}(N) \frac{N^{2}}{2}+O\left(\frac{N^{2}}{Q^{1-\varepsilon}}\right)+O\left(\frac{N^{2}}{(\log N)^{C-5 B}}\right) \\
& =\Im(N) \frac{N^{2}}{2}+O\left(\frac{N^{2}}{(\log N)^{(1-\varepsilon) B}}\right)+O\left(\frac{N^{2}}{(\log N)^{C-S B}}\right) .
\end{aligned}
$$

This completes the proof.

### 8.5 An exponential sum over primes

To estimate the integral over the minor arcs, we shall apply Vinogradov's estimate for the exponential sum $F(\alpha)$. The proof is based on a combinatorial identity of Vaughan.

Theorem 8.5 (Vinogradov) If

$$
\left|\alpha-\frac{a}{q}\right| \leq \frac{1}{q^{2}}
$$

where $a$ and $q$ are integers such that $1 \leq q \leq N$ and $(a, q)=1$, then

$$
F(\alpha) \ll\left(\frac{N}{q^{1 / 2}}+N^{4 / 5}+N^{1 / 2} q^{1 / 2}\right)(\log N)^{4}
$$

The proof is divided into a series of lemmas. The first is an identity involving arithmetic functions of two variables and truncated sums of the Möbius function.

Lemma 8.4 (Vaughan's identity) For $u \geq 1$, let

$$
M_{u}(k)=\sum_{\substack{d, k \\ d \leq u}} \mu(d) .
$$

Let $\Phi(k, \ell)$ be an arithmetic function of two variables. Then

$$
\sum_{u<\ell \leq N} \Phi(1, \ell)+\sum_{u<k \leq N} \sum_{u<\ell \leq \frac{N}{\ell}} M_{u}(k) \Phi(k, \ell)=\sum_{d \leq u} \sum_{u<\ell \leq \frac{N}{U}} \sum_{m \leq \frac{N}{U u}} \mu(d) \Phi(d m, \ell)
$$

Proof. We shall evaluate the sum

$$
S=\sum_{k=1}^{N} \sum_{u<\ell \leq \frac{v}{k}} M_{u}(k) \Phi(k, \ell)
$$

in two different ways. Since

$$
\sum_{d \mid n} \mu(d)= \begin{cases}1 & \text { if } n=1 \\ 0 & \text { otherwise }\end{cases}
$$

it follows that

$$
M_{u}(k)= \begin{cases}1 & \text { if } k=1 \\ 0 & \text { if } 1<k \leq u\end{cases}
$$

Therefore,

$$
S=\sum_{u<i \leq N} \Phi(1, \ell)+\sum_{u<k \leq N} \sum_{u<\ell \leq \frac{N}{\ell}} M_{u}(k) \Phi(k, \ell) .
$$

On the other hand, interchanging summations and letting $k=d m$, we obtain

$$
\begin{aligned}
S & =\sum_{k=1}^{N} \sum_{u<l \leq \frac{N}{t}} \sum_{d i l} \mu(d) \Phi(k, \ell) \\
& =\sum_{d \leq u} \sum_{d=u}^{N} \sum_{u<\ell \leq \frac{N}{k}} \mu(d) \Phi(k, \ell) \\
& =\sum_{d \leq u} \sum_{m \leq \frac{N}{d}} \sum_{u<\ell \leq \frac{N}{d m}} \mu(d) \Phi(d m, \ell) \\
& =\sum_{d \leq u} \sum_{u<\ell \leq \frac{N}{J}} \sum_{m \leq \frac{N}{d i}} \mu(d) \Phi(d m, \ell) .
\end{aligned}
$$

Lemma 8.5 Let $\Lambda(\ell)$ be the von Mangoldt function. For every real number $\alpha$,

$$
F(\alpha)=S_{1}-S_{2}-S_{3}+O\left(N^{1 / 2}\right)
$$

where

$$
\begin{aligned}
& S_{1}=\sum_{d \leq N^{2 / 5}} \sum_{\ell \leq \frac{N}{d}} \sum_{m \leq \frac{N}{1 d}} \mu(d) \Lambda(\ell) e(\alpha d \ell m) \\
& S_{2}=\sum_{d \leq N^{2 / S}} \sum_{\ell \leq N^{2 / s}} \sum_{m \leq \frac{N}{1 /}} \mu(d) \Lambda(\ell) e(\alpha d \ell m)
\end{aligned}
$$

and

$$
S_{3}=\sum_{k>N^{2 / S}} \sum_{N^{2 / S}<\ell \leq N / k} M_{N^{2 / s}}(k) \Lambda(\ell) e(\alpha k \ell)
$$

Proof. We apply Vaughan's identity with

$$
u=N^{2 / 5}
$$

and

$$
\Phi(k, \ell)=\Lambda(\ell) e(\alpha k \ell)
$$

The first term in Vaughan's identity is

$$
\begin{aligned}
\sum_{u<l \leq N} \Phi(1, \ell) & =\sum_{N^{2 / s}<\ell \leq N} \Lambda(\ell) e(\alpha \ell) \\
& =\sum_{l=1}^{N} \Lambda(\ell) e(\alpha \ell)-\sum_{i \leq N^{2 / s}} \Lambda(\ell) e(\alpha \ell) \\
& =\sum_{p^{k} \leq N}(\log p) e\left(\alpha p^{k}\right)+O\left(N^{2 / 5} \log N\right) \\
& =\sum_{p \leq N}(\log p) e(\alpha p)+\sum_{\substack{p^{k} \leq N \\
l \geq 2}}(\log p) e\left(\alpha p^{k}\right)+O\left(N^{2 / 5} \log N\right)
\end{aligned}
$$

$$
\begin{aligned}
& =F(\alpha)+O\left(\sum_{\substack{p^{\prime} \leq N \\
1 \leq 2}} \log p\right)+O\left(N^{2 / 5} \log N\right) \\
& =F(\alpha)+O\left(\sum_{p^{2} \leq N}\left[\frac{\log N}{\log p}\right] \log p\right)+O\left(N^{2 / 5} \log N\right) \\
& =F(\alpha)+O\left(\pi\left(N^{1 / 2}\right) \log N\right)+O\left(N^{2 / 5} \log N\right) \\
& =F(\alpha)+O\left(N^{1 / 2}\right),
\end{aligned}
$$

since

$$
\pi\left(N^{1 / 2}\right) \ll \frac{N^{1 / 2}}{\log N}
$$

by Chebyshev (Theorem 6.3).
The second term in Vaughan's identity is simply

$$
\sum_{N^{2 / s}<k \leq N} \sum_{N^{2 / s}<\ell \leq \frac{N}{\ell}} M_{N^{2 / s}}(k) \Lambda(\ell) e(\alpha k \ell)=S_{3} .
$$

The third term in Vaughan's identity is

$$
\begin{aligned}
& \sum_{d \leq N^{2 / s}} \sum_{N^{2 / s}<\ell \leq \frac{N}{d}} \sum_{m \leq \frac{N}{l d}} \mu(d) \Lambda(\ell) e(\alpha d \ell m) \\
& =\sum_{d \leq N^{2 / s}} \sum_{\ell \leq \frac{N}{d}} \sum_{m \leq \frac{N}{1 d}} \mu(d) \Lambda(\ell) e(\alpha d \ell m) \\
& \quad-\sum_{d \leq N^{2 / s}} \sum_{\ell \leq N^{2 / s}} \sum_{m \leq \frac{N}{1 /}} \mu(d) \Lambda(\ell) e(\alpha d \ell m) \\
& =S_{1}-S_{2} .
\end{aligned}
$$

This completes the proof.
In the next three lemmas, we find upper bounds for the sums $S_{1}, S_{2}$, and $S_{3}$.
Lemma 8.6 If

$$
\left|\alpha-\frac{a}{q}\right| \leq \frac{1}{q^{2}}
$$

where $1 \leq q \leq N$ and $(a, q)=1$, then

$$
\left|S_{1}\right| \ll\left(\frac{N}{q}+N^{2 / 5}+q\right)(\log N)^{2} .
$$

Proof. Let $u=N^{2 / 5}$. Since $\sum_{\ell \mid r} \Lambda(\ell)=\log r$, we have

$$
S_{1}=\sum_{d \leq u} \sum_{\ell \leq \frac{N}{d}} \sum_{m \leq \frac{N}{1 d}} \mu(d) \Lambda(\ell) e(\alpha d \ell m)
$$

$$
\begin{aligned}
& =\sum_{d \leq u} \sum_{\ell m \leq N / d} \mu(d) \Lambda(\ell) e(\alpha d \ell m) \\
& =\sum_{d \leq u} \sum_{r \leq N / d} \mu(d) e(\alpha d r) \sum_{\ell \mid r} \Lambda(\ell) \\
& =\sum_{d \leq u} \mu(d) \sum_{r \leq N / d} e(\alpha d r) \log r \\
& \ll \sum_{d \leq u}\left|\sum_{r \leq N / d} e(\alpha d r) \log r\right|
\end{aligned}
$$

We compute the inner sum by writing the logarithm as an integral and interchanging summations:

$$
\begin{aligned}
\sum_{r \leq N / d} e(\alpha d r) \log r & =\sum_{r \leq N / d} e(\alpha d r) \int_{1}^{r} \frac{d x}{x} \\
& =\sum_{r=2}^{[N / d]} e(\alpha d r) \sum_{s=2}^{r} \int_{s-1}^{s} \frac{d x}{x} \\
& =\sum_{s=2}^{[N / d\rfloor \mid[N / d]} \sum_{r=s}^{s} \int_{s-1}^{s} e(\alpha d r) \frac{d x}{x} \\
& =\sum_{s=2}^{[N / d]} \int_{s-1}^{s}\left(\sum_{r=s}^{[N / d]} e(\alpha d r)\right) \frac{d x}{x}
\end{aligned}
$$

By Lemma 4.7, the geometric progression inside the integral sign is bounded above by

$$
\sum_{r=s}^{|N / d|} e(\alpha d r) \ll \min \left\{\frac{N}{d},\|\alpha d\|^{-1}\right\}
$$

and so

$$
\sum_{r \leq N / d} e(\alpha d r) \log r \ll \min \left(\frac{N}{d},\|\alpha d\|^{-1}\right) \log N
$$

By Lemma 4.10, we have

$$
\sum_{d \leq u} \min \left(\frac{N}{d},\|\alpha d\|^{-1}\right) \ll\left(\frac{N}{q}+N^{2 / 5}+q\right) \log N
$$

Therefore,

$$
\begin{aligned}
S_{1} & \ll \sum_{d \leq u} \min \left(\frac{N}{d},\|\alpha d\|^{-1}\right) \log N \\
& \ll\left(\frac{N}{q}+N^{2 / 5}+q\right)(\log N)^{2} .
\end{aligned}
$$

This completes the proof.

Lemma 8.7 If

$$
\left|\alpha-\frac{a}{q}\right| \leq \frac{1}{q^{2}}
$$

where $1 \leq q \leq N$ and $(a, q)=1$, then

$$
\left|S_{2}\right| \ll\left(\frac{N}{q}+N^{4 / 5}+q\right)(\log N)^{2}
$$

Proof. If $d \leq N^{2 / 5}$ and $\ell \leq N^{2 / 5}$, then $d \ell \leq N^{4 / 5}$. Making the substitution $k=d \ell$, we obtain

$$
\begin{aligned}
S_{2} & =\sum_{d \leq N^{2 / s}} \sum_{\ell \leq N^{2 / s}} \sum_{m \leq \frac{N}{d \ell}} \mu(d) \Lambda(\ell) e(\alpha d \ell m) \\
& =\sum_{k \leq N^{4 / s}}\left(\sum_{m \leq N / k} e(\alpha k m)\right)\left(\sum_{\substack{i=1 / \\
d, \leq \leq N^{2 / /}}} \mu(d) \Lambda(\ell)\right) .
\end{aligned}
$$

Since

$$
\sum_{\substack{i=d \ell \\ d . \ell \leq N^{2} / S}} \mu(d) \Lambda(\ell) \ll \sum_{\substack{i \in d \prime \\ d .<\leq N^{2 / s}}} \Lambda(\ell) \leq \sum_{\ell \mid k} \Lambda(\ell)=\log k \ll \log N
$$

it follows again from Lemma 4.10 that

$$
\begin{aligned}
S_{2} & \ll \log N \sum_{k \leq N^{4 / 3}} \sum_{m \leq N / k} e(\alpha k m) \\
& \ll \sum_{k \leq N^{1 / 5}} \min \left(\frac{N}{k},\|\alpha k\|^{-1}\right) \log N \\
& \ll\left(\frac{N}{q}+N^{4 / 5}+q\right)(\log N)^{2} .
\end{aligned}
$$

This completes the proof.
Lemma 8.8 If

$$
\left|\alpha-\frac{a}{q}\right| \leq \frac{1}{q^{2}}
$$

where $1 \leq q \leq N$ and $(a, q)=1$, then

$$
\left|S_{3}\right| \ll\left(\frac{N}{q^{1 / 2}}+N^{4 / 5}+N^{1 / 2} q^{1 / 2}\right)(\log N)^{4}
$$

Proof. Let $u=N^{2 / 5}$ and

$$
h=\left[\frac{\log N}{5 \log 2}\right]+1
$$

Then $N^{1 / 5}<2^{h} \leq 2 N^{1 / 5}$ and $h \ll \log N$. If $i \leq h$, then $2^{i} u \leq 2 N^{3 / 5} \ll N$. If $N^{2 / 5}<\ell \leq N / k$, then

$$
k \leq N / \ell<N^{3 / 5}=N^{1 / 5} u<2^{h} u
$$

and so

$$
\begin{aligned}
S_{3} & =\sum_{k>N^{2 / s}} \sum_{N^{2 / s}<\ell \leq N / k} M_{u}(k) \Lambda(\ell) e(\alpha k \ell) \\
& =\sum_{i=1}^{h} \sum_{2^{\prime-1}} M_{u<k \leq 2^{\prime} u}(k) \sum_{u<i \leq N / k} \Lambda(\ell) e(\alpha k \ell) \\
& =\sum_{i=1}^{h} S_{3 . i}
\end{aligned}
$$

where

By the Cauchy-Schwarz inequality,

$$
\begin{equation*}
\left|S_{3 . i}\right|^{2} \leq \sum_{2^{i-1} u<k \leq 2^{i} u}\left|M_{u}(k)\right|^{2} \cdot \sum_{2^{i-1} u<k \leq 2^{i} u}\left|\sum_{u<l \leq N / k} \Lambda(\ell) e(\alpha k \ell)\right|^{2} \tag{8.5}
\end{equation*}
$$

We shall estimate these sums separately.
To estimate the first sum in (8.5), we observe that

$$
\left|M_{u}(k)\right|=\left|\sum_{\substack{d \| \\ d \leq \star}} \mu(d)\right| \leq \sum_{\substack{d, N \\ d \leq \psi}} 1 \leq d(k)
$$

where $d(k)$ is the divisor function. It follows from Theorem A. 14 that

$$
\begin{aligned}
\sum_{2^{i-1} u<k \leq 2^{\prime} u}\left|M_{u}(k)\right|^{2} & \leq \sum_{2^{i-1} u<k \leq 2^{\prime} u} d(k)^{2} \\
& \ll 2^{i} u\left(\log 2^{i} u\right)^{3} \\
& \ll 2^{i} u(\log N)^{3}
\end{aligned}
$$

Next, we estimate the second sum in (8.5). We have

$$
\begin{aligned}
& \sum_{2^{n \prime \prime}}\left|\sum_{u<k \leq 2^{\prime} u} \Lambda(\ell) e(\alpha k \ell)\right|^{2} \\
& =\sum_{2^{-1}} \sum_{u<k \leq 2^{\prime} u} \sum_{u<\ell \leq N / k} \Lambda(\ell) \Lambda(m) e(\alpha k(\ell-m)) \\
& =\sum_{u<\ell<\frac{N}{F-1} T_{u}} \sum_{u<m<\frac{N}{Y-T_{u}}} \Lambda(\ell) \Lambda(m) \sum_{k \in I(\ell, m)} e(\alpha k(\ell-m)),
\end{aligned}
$$

where $I(\ell, m)$ is the interval of consecutive integers $k$ such that

$$
2^{i-1} u<k \leq \min \left(2^{i} u, \frac{N}{\ell}, \frac{N}{m}\right)
$$

Clearly,

$$
|I(\ell, m)| \leq 2^{i-1} u
$$

and so

$$
\sum_{k \in I(\ell, m)} e(\alpha k(\ell-m)) \ll \min \left(2^{i-1} u,\|\alpha(\ell-m)\|^{-1}\right)
$$

Since $0 \leq \Lambda(\ell), \Lambda(m) \leq \log N$ for all integers $\ell, m \in[1, N]$, we have

$$
\begin{aligned}
& \sum_{2^{\prime-1}}\left|\sum_{u<k \leq 2^{i} u} \Lambda(\ell) e(\alpha k \ell)\right|^{2} \\
& \ll \sum_{u<\ell \leq N / k} \sum_{u<\ell<N /\left(2^{i^{-1} u} u\right) u<m<N /\left(2^{i-1} u\right)} \Lambda(\ell) \Lambda(m) \min \left(2^{i-1} u,\|\alpha(\ell-m)\|^{-1}\right) \\
& \ll(\log N)^{2} \sum_{u<\ell-N /\left(2^{-1} u\right) u<m<N /\left(2^{i-1} u\right)} \min \left(2^{i-1} u,\|\alpha(\ell-m)\|^{-1}\right) .
\end{aligned}
$$

Let $j=\ell-m$ with $u<\ell, m<N /\left(2^{i-1} u\right)$. Then $|j|<N / 2^{i-1} u$, and the number of representations of an integer $j$ in this form is at most $N / 2^{i-1} u$. By Lemma 4.10, we have

$$
\begin{aligned}
& \sum_{2^{i-1} u<k \leq 2^{i} u}\left|\sum_{u<\varepsilon \leq N / k} \Lambda(\ell) e(\alpha k \ell)\right|^{2} \\
& \ll(\log N)^{2} \frac{N}{2^{i-1} u} \sum_{1 \leq j \leq N / 2^{i-1} u} \min \left(2^{i-1} u,\|\alpha j\|^{-1}\right) \\
& \ll(\log N)^{2} \frac{N}{2^{i-1} u} \sum_{1 \leq j \leq N / 2^{i-1} u} \min \left(\frac{N}{j},\|\alpha j\|^{-1}\right) \\
& \ll \frac{N}{2^{i-1} u}\left(\frac{N}{q}+\frac{N}{2^{i-1} u}+q\right)(\log N)^{3} .
\end{aligned}
$$

Inserting this into inequality (8.5), we obtain

$$
\begin{aligned}
\left|S_{3 . i}\right|^{2} & \ll\left(2^{1} u(\log N)^{3}\right) \frac{N}{2^{i-1} u}\left(\frac{N}{q}+\frac{N}{2^{i-1} u}+q\right)(\log N)^{3} \\
& \ll N^{2}(\log N)^{6}\left(\frac{1}{q}+\frac{1}{u}+\frac{q}{N}\right) .
\end{aligned}
$$

Therefore,

$$
\left|S_{3 . i}\right| \ll N(\log N)^{3}\left(\frac{1}{q^{1 / 2}}+\frac{1}{N^{1 / 5}}+\frac{q^{1 / 2}}{N^{1 / 2}}\right)
$$

Since $h \ll \log N$, we have

$$
S_{3}=\sum_{i=1}^{h} S_{3 . i} \ll(\log N)^{4}\left(\frac{N}{q^{1 / 2}}+N^{4 / 5}+q^{1 / 2} N^{1 / 2}\right)
$$

This completes the proof.
Finally, we obtain Vinogradov's estimate for the exponential sum $F(\alpha)$ by inserting our estimates for the sums $S_{1}, S_{2}$, and $S_{3}$ into Lemma 8.5. This completes the proof of Theorem 8.5.

### 8.6 Proof of the asymptotic formula

We can now estimate the integral over the minor arcs.
Theorem 8.6 For any $B>0$, we have

$$
\int_{\mathfrak{m}} F(\alpha)^{3} e(-\alpha N) d \alpha \ll \frac{N^{2}}{(\log N)^{(B / 2)-5}}
$$

where the implied constant depends only on B.
Proof. Let $\alpha \in \mathfrak{m}=[0,1] \backslash \mathfrak{M}$. By Dirichlet's theorem (Theorem 4.1), for any real number $\alpha$ there exists a fraction $a / q \in[0,1]$ with $1 \leq q \leq N / Q$ and $(a, q)=1$ such that

$$
\left|\alpha-\frac{a}{q}\right| \leq \frac{Q}{q N} \leq \min \left(\frac{Q}{N}, \frac{1}{q^{2}}\right)
$$

If $q \leq Q$, then $\alpha \in \mathfrak{M}(q, a) \subseteq \mathfrak{M}$, which is false. Therefore,

$$
Q<q \leq \frac{N}{Q}
$$

By Theorem 8.5,

$$
\begin{aligned}
F(\alpha) & \ll\left(\frac{N}{q^{1 / 2}}+N^{4 / 5}+N^{1 / 2} q^{1 / 2}\right)(\log N)^{4} \\
& \ll\left(\frac{N}{(\log N)^{B / 2}}+N^{4 / 5}+N^{1 / 2}\left(\frac{N}{(\log N)^{B}}\right)^{1 / 2}\right)(\log N)^{4} \\
& \ll \frac{N}{(\log N)^{(B / 2)-4}} .
\end{aligned}
$$

Since $\vartheta(N)=\sum_{p \leq N} \log p \ll N$ by Theorem 6.3, we have

$$
\int_{0}^{1}|F(\alpha)|^{2} d \alpha=\sum_{p \leq V}(\log p)^{2} \leq \log N \sum_{p \leq N} \log p \ll N \log N
$$

and so

$$
\begin{aligned}
\int_{\mathfrak{m}}|F(\alpha)|^{3} d \alpha & \ll \sup \{|F(\alpha)|: \alpha \in \mathfrak{m}\} \int_{\mathfrak{m}}|F(\alpha)|^{2} d \alpha \\
& \ll \frac{N}{(\log N)^{(B / 2)-4}} \int_{0}^{1}|F(\alpha)|^{2} d \alpha \\
& \ll \frac{N^{2}}{(\log N)^{(B / 2)-5}}
\end{aligned}
$$

This completes the proof.
Theorem 8.7 (Vinogradov) Let $\mathfrak{S}(N)$ be the singular series for the ternary Goldbach problem. For all suffciently large odd integers $N$ and for every $A>0$,

$$
R(N)=\mathfrak{S}(N) \frac{N^{2}}{2}+O\left(\frac{N^{2}}{(\log N)^{A}}\right)
$$

where the implied constant depends only on $A$.
Proof. It follows from Theorem 8.4 and Theorem 8.6 that, for any positive numbers $B, C$, and $\varepsilon$ with $C>2 B$,

$$
\begin{aligned}
R(N)= & \int_{0}^{1} F(\alpha)^{3} e(-N \alpha) d \alpha \\
= & \int_{\mathfrak{M}} F(\alpha)^{3} e(-N \alpha) d \alpha+\int_{\mathfrak{m}} F(\alpha)^{3} e(-N \alpha) d \alpha \\
= & \mathfrak{S}(N) \frac{N^{2}}{2}+O\left(\frac{N^{2}}{(\log N)^{(1-\varepsilon) B}}\right) \\
& +O\left(\frac{N^{2}}{(\log N)^{C-5 B}}\right)+O\left(\frac{N^{2}}{(\log N)^{(B / 2)-5}}\right)
\end{aligned}
$$

where the implied constants depend only on $B, C$, and $\varepsilon$. For any $A>0$, let $B=2 A+10$ and $C=A+5 B$. Let $\varepsilon=1 / 2$. Then

$$
\min ((1-\varepsilon) B, C-5 B,(B / 2)-5)=A,
$$

and so

$$
R(N)=\mathfrak{S}(N) \frac{N^{2}}{2}+O\left(\frac{N^{2}}{(\log N)^{A}}\right)
$$

This completes the proof.
We can now derive Vinogradov's asymptotic formula for $r(N)$.
Proof of Theorem 8.1. We get an upper bound for $R(N)$ as follows:

$$
\begin{aligned}
R(N) & =\sum_{p_{1}+p_{2}+p_{3} * N} \log p_{1} \log p_{2} \log p_{3} \\
& \leq(\log N)^{3} \sum_{p_{1}+p_{2}+p_{3}=N} 1 \\
& =(\log N)^{3} r(N)
\end{aligned}
$$

For $0<\delta<1 / 2$, let $r_{\delta}(N)$ denote the number of representations of $N$ in the form $N=p_{1}+p_{2}+p_{3}$ such that $p_{i} \leq N^{1-\delta}$ for some $i$. Then

$$
\begin{aligned}
r_{\delta}(N) & \leq 3 \sum_{\substack{p_{1}+p_{2}+p_{3}-v \\
p_{1} \leq N^{1--}}} 1 \\
& \ll \sum_{p_{1} \leq N^{1-s}}\left(\sum_{p_{2}+p_{3}-N-p_{1}} 1\right) \\
& \leq \sum_{p_{1} \leq N^{1-s}}\left(\sum_{p_{2}<N} 1\right) \\
& \leq \pi\left(N^{1-\delta}\right) \pi(N) \\
& \ll \frac{N^{2-\delta}}{(\log N)^{2}} .
\end{aligned}
$$

We can now get a lower bound for $R(N)$ :

$$
\begin{aligned}
R(N) & \geq \sum_{\substack{p_{1}+p_{2}+p_{3}-N \\
r_{1} \cdot p_{2} \cdot p_{3}>N^{1-3}}} \log p_{1} \log p_{2} \log p_{3} \\
& \geq(1-\delta)^{3}(\log N)^{3} \sum_{\substack{p_{1}+p_{2}+p_{3}-N \\
p_{1} \cdot p_{2}-p_{3}>N^{1-s}}} 1 \\
& \geq(1-\delta)^{3}(\log N)^{3}\left(r(N)-r_{\delta}(N)\right) \\
& \gg(1-\delta)^{3}(\log N)^{3}\left(r(N)-\frac{N^{2-\delta}}{(\log N)^{2}}\right) .
\end{aligned}
$$

Therefore,

$$
(\log N)^{3} r(N) \leq(1-\delta)^{-3} R(N)+(\log N) N^{2-\delta}
$$

If $0<\delta<1 / 2$, then $1 / 2<1-\delta<1$ and

$$
0<(1-\delta)^{-3}-1=\frac{1-(1-\delta)^{3}}{(1-\delta)^{3}} \leq 8\left(1-(1-\delta)^{3}\right)<24 \delta
$$

By Theorem 8.7, $R(N) \ll N^{2}$ and so

$$
\begin{aligned}
0 \leq(\log N)^{3} r(N)-R(N) & \leq\left((1-\delta)^{-3}-1\right) R(N)+(\log N) N^{2-\delta} \\
& \ll \delta R(N)+(\log N) N^{2-\delta} \\
& \ll \delta N^{2}+(\log N) N^{2-\delta} \\
& =N^{2}\left(\delta+\frac{\log N}{N^{\delta}}\right) .
\end{aligned}
$$

This inequality holds for all $\delta \in(0,1 / 2)$, and the implied constant does not depend on $\delta$. Let

$$
\delta=\frac{2 \log \log N}{\log N}
$$

Then

$$
\delta+\frac{\log N}{N^{\delta}}=\frac{2 \log \log N}{\log N}+\frac{\log N}{(\log N)^{2}} \ll \frac{\log \log N}{\log N}
$$

and so

$$
0 \leq(\log N)^{3} r(N)-R(N) \ll \frac{N^{2} \log \log N}{\log N}
$$

Let $A \geq 1$. By Theorem 8.7,

$$
\begin{aligned}
(\log N)^{3} r(N) & =R(N)+O\left(\frac{N^{2} \log \log N}{\log N}\right) \\
& =\mathfrak{S}(N) \frac{N^{2}}{2}+O\left(\frac{N^{2}}{(\log N)^{A}}\right)+O\left(\frac{N^{2} \log \log N}{\log N}\right) \\
& =\mathfrak{S}(N) \frac{N^{2}}{2}\left(1+O\left(\frac{\log \log N}{\log N}\right)\right)
\end{aligned}
$$

Dividing by $(\log N)^{3}$, we obtain

$$
r(N)=\mathfrak{S}(N) \frac{N^{2}}{2(\log N)^{3}}\left(1+O\left(\frac{\log \log N}{\log N}\right)\right)
$$

This completes the proof.

### 8.7 Notes

For Vinogradov's original papers, see [132, 133]. Vaughan [124] greatly simplified Vinogradov's estimate for the exponential sum $F(\alpha)$ (Theorem 8.5), and it is Vaughan's proof that is given in this book. There are many good expositions of Vinogradov's theorem. See, for example, the books of Davenport [19], Ellison [29], Estermann [38], Hua [64],Vaughan [125], and Vinogradov [135].

Vinogradov's theorem implies that almost all positive even integers can be written as the sum of two primes. This was observed independently by Chudakov [14], van der Corput [123], and Estermann [37]. Let $E$ denote the set of even integers greater than two that cannot be written as the sum of two primes. The set $E$ is called the exceptional set for the Goldbach conjecture. Let $E(x)$ denote the number of integers in $E$ not exceeding $x$. The theorem of Chudakov, van der Corput, and Estermann states that $E(x) \ll_{A} x /(\log x)^{A}$ for every $A>0$. Montgomery and Vaughan [84] proved that there exists $\delta<1$ such that $E(x) \ll x^{\delta}$. Of course, if the Goldbach conjecture is true, then $E(x)=0$ for all $x$.

### 8.8 Exercise

1. Let $h \geq 3$. Find an asymptotic formula for the number of representations of a positive integer $N \equiv h(\bmod 2)$ as a sum of $h$ prime numbers.

## 9

## The linear sieve

We often apply, consciously or not, some kind of sieve procedure whenever the subject of investigation is not directly recognizable. We begin by making a long list of suspects, and then we sort it out gradually by excluding obvious cases with respect to available information. The process of exclusion itself may yield new data which influences our decision about what to exclude or include in the next run. When no clue is provided to drive us further, the process terminates and we are left with objects which can be examined by other means to determine their exact identity. These universal ideas were formalized in the context of arithmetic back in the second century B.C. by Eratosthenes, and are still used today.
H. Iwaniec [68]

### 9.1 A general sieve

In the next chapter, we shall prove Chen's theorem that every sufficiently large even integer can be written as the sum of a prime and a number that is the product of at most two primes. The proof will require more sophisticated sieve estimates than those obtained from the Selberg sieve in Chapter 7.

We begin by generalizing our concept of a sieve. Let $A=\{a(n)\}_{n=1}^{\infty}$ be an arithmetic function such that

$$
\begin{equation*}
a(n) \geq 0 \quad \text { for all } n \tag{9.1}
\end{equation*}
$$

and

$$
\begin{equation*}
|A|=\sum_{n=1}^{\infty} a(n)<\infty \tag{9.2}
\end{equation*}
$$

Let $\mathcal{P}$ be a set of prime numbers and let $z$ be a real number. $z \geq 2$. The set $P$ is called the sieving range, and the number $z$ is called the sieving level. I.et

$$
P(z)=\prod_{\substack{p \in P \\ p \ll}} p .
$$

The sieving function is

$$
S(A, \mathcal{P}, z)=\sum_{(n . P(())-1} a(n) .
$$

The goal of sieve theory is to obtain "good" upper and lower bounds for this function.

For example. let $A$ be the characteristic function of a finite set of positive integers. that is, $a(n)=1$ if $n$ is in the set and $a(n)=0$ if $n$ is not in the set. Then $\mid A!$ is the cardinality of the set. The sieving function $S(A, \mathcal{P}, \Sigma)$ counts the number of integers in the set that are not divisible by any prime $p \in \mathcal{F} . p<z$. This special case is exactly the sieving function for which we obtained. in Chapter 7. an upper bound by means of the Selberg sieve.

Using the fundamental property of the Möbius function, that

$$
(1 * \mu)(m)=\sum_{d \mid m} \mu(d)= \begin{cases}1 & \text { if } m=1 \\ 0 & \text { if } m>1,\end{cases}
$$

where 1 denotes the arithmetic function such that $1(n)=1$ for all $n \geq 1$, we obtain Legendre's formula

$$
\begin{aligned}
S(A, P, z) & =\sum_{(n, P(()))-1} a(n) \\
& =\sum_{n} a(n) \sum_{d \mid(n, P(z))} \mu(d) \\
& =\sum_{d \mid P(z)} \mu(d) \sum_{d \mid n} a(n) \\
& =\sum_{d \mid P(z)} \mu(d)\left|A_{d}\right|,
\end{aligned}
$$

where the series

$$
\left|A_{d}\right|=\sum_{d \mid n} a(n)
$$

converges because of (9.1) and (9.2).
We shall assume that, for every $n \geq 1$, we have a multiplicative function $\xi_{n}(d)$ such that

$$
0 \leq g_{n}(p)<1
$$

for every prime $p \in \mathcal{P}$. Then

$$
0 \leq g_{n}(d) \leq 1
$$

for every integer $d$ that is the product of distinct primes $p \in \mathcal{P}$. For such integers $d$, the series

$$
\sum_{n} a(n) g_{n}(d)
$$

converges, and we can define the remainder $r(d)$ by

$$
\left|A_{d}\right|=\sum_{n} a(n) g_{n}(d)+r(d)
$$

Inserting this into Legendre's formula, we obtain

$$
\begin{aligned}
S(A, P, z) & =\sum_{d \mid P(i)} \mu(d)\left|A_{d}\right| \\
& =\sum_{d \mid P(i)} \mu(d)\left(\sum_{n} a(n) g_{n}(d)+r(d)\right) \\
& =\sum_{n} a(n) \sum_{d \mid P(i)} \mu(d) g_{n}(d)+\sum_{d \mid P(z)} \mu(d) r(d) \\
& =\sum_{n} a(n) \prod_{p \mid P(i)}\left(1-g_{n}(p)\right)+\sum_{d \mid P(:)} \mu(d) r(d) \\
& =\sum_{n} a(n) V_{n}(z)+R(z)
\end{aligned}
$$

where

$$
V_{n}(z)=\prod_{p \mid P(z)}\left(1-g_{n}(p)\right)
$$

and

$$
R(z)=\sum_{d \mid P(:)} \mu(d) r(d)
$$

If $P(z)$ has a large number of divisors, the remainder term $R(z)$ in Legendre's formula may be too large to give useful estimates for $S(A, \mathcal{P}, z)$. For example, let $A$ be the characteristic function of the set of all positive integers not exceeding $x$, and let $\mathcal{P}$ be the set of all prime numbers. Let

$$
g_{n}(d)=\frac{1}{d}
$$

for all $n$. Then

$$
V_{n}(z)=\prod_{p<z}\left(1-\frac{1}{p}\right)
$$

for all $n \geq 1$. Moreover. for all $d \geq 1$,

$$
0 \leq|r(d)|=\frac{|A|}{d}-\left|A_{d}\right|=\frac{[x]}{d}-\left[\frac{x}{d}\right]<1
$$

and so

$$
|R(z)| \leq \sum_{d \mid P(z)}|r(d)| \leq 2^{\pi(z)} .
$$

It follows from Legendre's formula that the number of integers up to $x$ divisible by no prime less than $z$ is

$$
S(A, \mathcal{P}, z)=[x] \prod_{p<i}\left(1-\frac{1}{p}\right)+O\left(2^{\pi(z)}\right)
$$

By Mertens's formula (Theorem 6.8),

$$
\begin{equation*}
\prod_{p<z}\left(1-\frac{1}{p}\right)=\frac{e^{-\gamma}}{\log z}\left(1+O\left(\frac{1}{\log z}\right)\right) \tag{9.3}
\end{equation*}
$$

and so the remainder term will be larger than the main term unless $z$ is very small compared to $x$.

The sieve idea is to reduce the size of the error term by replacing the Möbius function with carefully constructed arithmetic functions $\lambda^{+}(d)$ and $\lambda$ (d) such that

$$
\begin{equation*}
\lambda^{+}(1)=\lambda^{-}(1)=1 \tag{9.4}
\end{equation*}
$$

and, for every $m \geq 2$,

$$
\begin{equation*}
\left(1 * \lambda^{+}\right)(m)=\sum_{d \mid m} \lambda^{+}(d) \geq 0 \tag{9.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(1 * \lambda^{-}\right)(m)=\sum_{d \mid m} \lambda^{-}(d) \leq 0, \tag{9.6}
\end{equation*}
$$

Let $\lambda^{+}(d)$ and $\lambda^{-}(d)$ be arithmetic functions that satisfy (9.4), (9.5), and (9.6). If $D$ is a positive number such that $\lambda^{+}(d)=0$ for all $d \geq D$, then the arithmetic function $\lambda^{+}(d)$ is called an upper bound sieve with support level $D$. Similarly, if $D$ is a positive number such that $\lambda^{-}(d)=0$ for all $d \geq D$, then the arithmetic function $\lambda^{-}(d)$ is called a lower bound sieve with support level $D$.

If $\mathcal{P}$ is a set of primes such that $\lambda^{+}(d)=0$ whenever $d$ is divisible by a prime not in $\mathcal{P}$, then $\lambda^{+}(d)$ is called an upper bound sie've with sieving range $\mathcal{P}$. Similarly, if $\lambda^{-}(d)=0$ whenever $d$ is divisible by a prime not in $\mathcal{P}$, then $\lambda(d)$ is called a lower bound sieve with sieving range $\mathcal{P}$.

The following result is the basic sieve inequality.
Theorem 9.1 Let $\lambda^{+}(d)$ be an upper bound sieve with sieving range $\mathcal{P}$ and support level $D$, and let $\lambda^{-}(d)$ be a lower bound sieve with sieving range $\mathcal{P}$ and support level D. Then

$$
\sum_{n=1}^{\infty} a(n) G_{n}\left(z, \lambda^{-}\right)+R^{-} \leq S(A, \mathcal{P}, z) \leq \sum_{n=1}^{\infty} a(n) G_{n}\left(z, \lambda^{+}\right)+R^{+},
$$

where

$$
G_{n}\left(z, \lambda^{ \pm}\right)=\sum_{d \mid P(:)} \lambda^{ \pm}(d) g_{n}(d)
$$

and

$$
R^{ \pm}=\sum_{\substack{d, P_{i: \prime} \\ d=0}} \lambda^{ \pm}(d) r(d)
$$

Proof. Since the arithmetic function $\lambda^{+}(d)$ is supported on the finite set of integers $1 \leq d<D$, it follows that the series

$$
\sum_{n} a(n) \sum_{d \mid(n, P(:))} \lambda^{+}(d)
$$

converges. By conditions (9.4) and (9.5), the inner sum is 1 if $(n, P(z))=1$ and nonnegative for all $n$. Therefore,

$$
\begin{aligned}
S(A, P, z) & =\sum_{(n, P(z)=1} a(n) \\
& \leq \sum_{n} a(n) \sum_{d \mid(n, P(i))} \lambda^{+}(d) \\
& =\sum_{d \mid P(i)} \lambda^{+}(d) \sum_{d \mid n} a(n) \\
& =\sum_{d \mid P(i)} \lambda^{+}(d)\left|A_{d}\right| \\
& =\sum_{d \mid P(i)} \lambda^{+}(d)\left(\sum_{n} a(n) g_{n}(d)+r(d)\right) \\
& =\sum_{d \mid P(z)} \lambda^{+}(d) \sum_{n} a(n) g_{n}(d)+\sum_{d \mid P(z)} \lambda^{+}(d) r(d) \\
& =\sum_{n} a(n) \sum_{d \mid P(i)} \lambda^{+}(d) g_{n}(d)+\sum_{\substack{d \mid P(i) \\
d<i}} \lambda^{+}(d) r(d) \\
& =\sum_{n} a(n) G_{n}\left(z, \lambda^{+}\right)+R^{+} .
\end{aligned}
$$

The proof of the lower bound is similar.
The following result shows how to extend the sieving range of upper and lower bound sieves by any finite set of primes.

Lemma 9.1 Let $\lambda_{1}^{ \pm}(d)$ be upper and lower bound sieves with sieving range $\mathcal{P}_{1}$ and support level D. Let $\mathcal{Q}$ be a finite set of primes disjoint from $\mathcal{P}_{1}$, and let $Q$ be the product of all primes in $Q$. Every positive integer $d$ can be written uniquely in the form

$$
d=d_{1} d_{2}
$$

where $d_{1}$ is relatively prime to $Q$ and $d_{2}$ is a product of primes in $\mathcal{Q}$. Define

$$
\begin{equation*}
\lambda^{ \pm}(d)=\lambda_{1}^{ \pm}\left(d_{1}\right) \mu\left(d_{2}\right) \tag{9.7}
\end{equation*}
$$

Then the function $\lambda^{+}(d)\left(\right.$ resp. $\left.\lambda^{-}(d)\right)$ is an upper bound sieve (resp. lower bound sieve) with sieving range

$$
\mathcal{P}=\mathcal{P}_{1} \cup \mathcal{Q}
$$

and support level $D Q$.
Let $g$ be a multiplicative function, and let

$$
G\left(z, \lambda^{ \pm}\right)=\sum_{d \mid P(:)} \lambda^{ \pm}(d) g(d)
$$

and

$$
G\left(z, \lambda_{1}^{ \pm}\right)=\sum_{d_{1} \mid P_{1}(z)} \lambda_{1}^{ \pm}\left(d_{1}\right) g\left(d_{1}\right) .
$$

Then

$$
G\left(z, \lambda^{ \pm}\right)=G\left(z, \lambda_{1}^{ \pm}\right) \prod_{q \mid Q(z)}(1-g(q))
$$

Proof. Clearly, $\lambda^{+}(1)=\lambda^{-}(1)=1$. Every positive integer $m$ factors uniquely into a product $m=m_{1} m_{2}$, where $m_{1}$ is relatively prime to $Q$ and $m_{2}$ is a product of primes in $\mathcal{Q}$. We have

$$
\begin{aligned}
\sum_{d \mid m} \lambda^{+}(d) & =\sum_{d_{1} \mid m_{1}} \sum_{d_{2} \mid m_{2}} \lambda^{+}\left(d_{1} d_{2}\right) \\
& =\sum_{d_{1} \mid m_{1}} \lambda_{1}^{+}\left(d_{1}\right) \sum_{d_{2} \mid m_{2}} \mu\left(d_{2}\right) \geq 0
\end{aligned}
$$

since

$$
\sum_{d_{2} \mid m_{2}} \mu\left(d_{2}\right)= \begin{cases}1 & \text { if } m_{2}=1 \\ 0 & \text { if } m_{2} \geq 2\end{cases}
$$

Similarly, if $m=m_{1} m_{2}>1$, then

$$
\sum_{d \mid m} \lambda^{-}(d)=\sum_{d_{1} \mid m_{1}} \lambda_{1}^{-}\left(d_{1}\right) \sum_{d_{2} \mid m_{2}} \mu\left(d_{2}\right) \leq 0
$$

since either $m_{2}>1$ and

$$
\sum_{d_{2} \mid m_{2}} \mu\left(d_{2}\right)=0
$$

or $m_{2}=1$, which implies that $m_{1}>1$, and so

$$
\sum_{d_{1} \mid m_{1}} \lambda_{1}\left(d_{1}\right) \leq 0 .
$$

Thus, the arithmetic functions $\lambda^{ \pm}(d)$ satisfy conditions (9.4), (9.5), and (9.6).
Since $\lambda^{ \pm}(d)=0$ if $d$ is divisible by some prime not in $\mathcal{P}$, it follows that the functions $\lambda^{ \pm}$have sieving range $\mathcal{P}$.

Let $d=d_{1} d_{2}$, where $d_{1}$ is relatively prime to $Q$ and $d_{2}$ is a product of primes in $\mathcal{Q}$. If $d=d_{1} d_{2} \geq D Q$, then either $d_{1} \geq D$ and $\lambda_{1}^{ \pm}\left(d_{1}\right)=0$, or $d_{2}>Q$, which
implies that $d_{2}$ is divisible by the square of some prime $q \in \mathcal{Q}$, and so $\mu\left(d_{2}\right)=0$. In both cases, $\lambda^{ \pm}(d)=0$. Therefore, the functions $\lambda^{ \pm}(d)=0$ have support level $D Q$.

Finally, since $P(z)=P_{1}(z) Q(z)$,

$$
\begin{aligned}
G\left(z, \lambda^{ \pm}\right) & =\sum_{d_{\mid} \mid P(z)} \lambda^{ \pm}(d) g(d) \\
& =\sum_{d_{1} \mid P_{1}(z)} \sum_{d_{2} \mid Q(z)} \lambda^{ \pm}\left(d_{1} d_{2}\right) g\left(d_{1} d_{2}\right) \\
& =\sum_{d_{1} \mid P_{1}(z)} \sum_{d_{1} \mid Q(i)} \lambda_{1}^{ \pm}\left(d_{1}\right) g\left(d_{1}\right) \mu\left(d_{2}\right) g\left(d_{2}\right) \\
& =\sum_{d_{1} P_{1}(()} \lambda_{1}^{ \pm}\left(d_{1}\right) g\left(d_{1}\right) \sum_{d_{2} \mid Q(:)} \mu\left(d_{2}\right) g\left(d_{2}\right) \\
& =G\left(z, \lambda_{1}^{ \pm}\right) \prod_{q \mid Q(:)}(1-g(q)) .
\end{aligned}
$$

This completes the proof.
Combining Theorem 9.1 and Lemma 9.1, we obtain the following result, which is an important refinement of the basic sieve inequality.

Theorem 9.2 Let $\lambda_{1}^{ \pm}(d)$ be upper and lower bound sieves with sieving range $\mathcal{P}_{1}$ and support level $D$. Let $\left|\lambda_{1}^{ \pm}(d)\right| \leq 1$ for all $d \geq 1$. Let $\mathcal{Q}$ be a finite set of primes disjoint from $\mathcal{P}_{1}$, and let $Q$ be the product of the primes in $\mathcal{Q}$. Let $\mathcal{P}=\mathcal{P}_{1} \cup \mathcal{Q}$. For each $n \geq 1$, let $g_{n}(d)$ be a multiplicative function such that

$$
0 \leq g_{n}(p)<1 \quad \text { for all } p \in \mathcal{P}
$$

Let

$$
G_{n}\left(z, \lambda_{1}^{ \pm}\right)=\sum_{d \mid P_{1}(z)} \lambda_{1}^{ \pm}(d) g_{n}(d) .
$$

Then

$$
S(A, \mathcal{P}, z) \leq \sum_{n=1}^{\infty} a(n) G_{n}\left(z, \lambda_{1}^{+}\right) \prod_{q \mid Q(:)}\left(1-g_{n}(q)\right)+R(D Q, \mathcal{P}, z)
$$

and

$$
S(A, \mathcal{P}, z) \geq \sum_{n=1}^{\infty} a(n) G_{n}\left(z, \lambda_{1}^{-}\right) \prod_{q \mid Q(z)}\left(1-g_{n}(q)\right)-R(D Q, \mathcal{P}, z)
$$

where

$$
R(D Q, \mathcal{P}, z)=\sum_{\substack{d, 1(P) \\ d, c)}}|r(d)| .
$$

It often happens in applications that the arithmetic functions $g_{n}(d)$ satisfy onesided inequalities of the form

$$
\prod_{\substack{p \in \mathcal{P} \\ u \leq p ;:}}\left(1-g_{n}(p)\right)^{-1} \leq K\left(\frac{\log z}{\log u}\right)^{K}
$$

where $K>1$ and $\kappa>0$ are constants that are independent of $n$, and the inequality holds for all $n$ and $l<u<z$. In this case we say the sieve has dimension $\kappa$. The case $\kappa=1$ is called the linear sieve. The goal of this chapter is to obtain upper and lower bounds for the linear sieve that were first proved by Jurkat and Richert (Theorem 9.7). This is the only sieve inequality that is needed for Chen's theorem.

### 9.2 Construction of a combinatorial sieve

In a combinatorial sieve, we reduce the size of the error term in Legendre's formula by replacing the Möbius function with its truncation to a finite set of positive integers. This idea goes back to Viggo Brun [7]. We construct these truncated functions in the following theorem.

Theorem 9.3 Let $\beta>1$ and $D>0$ be real numbers. Let $\mathcal{D}^{+}$be the set consisting of 1 and all square-free numbers

$$
d=p_{1} p_{2} \cdots p_{k}
$$

such that

$$
p_{k}<\cdots<p_{2}<p_{1}<D
$$

and

$$
p_{m}<\left(\frac{D}{p_{1} p_{2} \cdots p_{m}}\right)^{1 / \beta}
$$

for all odd integers $m$. Let $\mathcal{D}^{-}$be the set consisting of 1 and all square-free numbers

$$
d=p_{1} p_{2} \cdots p_{k}
$$

such that

$$
p_{k}<\cdots<p_{2}<p_{1}<D
$$

and

$$
p_{m}<\left(\frac{D}{p_{1} p_{2} \cdots p_{m}}\right)^{1 / \beta}
$$

for all even integers $m$. Then the sets $\mathcal{D}^{+}$and $\mathcal{D}^{-}$are finite sets of square-free positive integers $d<D$. Let $\mathcal{P}$ be a set of primes and let $P(D)$ denote the product of all of the primes in $\mathcal{P}$ that are less than $D$. Define the arithmetic functions $\lambda^{+}(d)$ and $\lambda^{-}(d)$ as follows:

$$
\lambda^{+}(d)= \begin{cases}\mu(d) & \text { if } d \in \mathcal{D}^{+} \text {and } d \mid P(D) \\ 0 & \text { otherwise }\end{cases}
$$

and

$$
\lambda^{-}(d)= \begin{cases}\mu(d) & \text { if } d \in \mathcal{D}^{-} \text {and } d \mid P(D) \\ 0 & \text { otherwise }\end{cases}
$$

Then $\lambda^{+}(d)$ and $\lambda^{-}(d)$ are upper and lower bound sieves with sieving range $\mathcal{P}$ and support level D.

Proof. The condition

$$
p_{m}<\left(\frac{D}{p_{1} p_{2} \cdots p_{m}}\right)^{1 / \beta}
$$

is equivalent to

$$
p_{1} p_{2} \cdots p_{m-1} p_{m}^{1+\beta}<D
$$

Let $d=p_{1} \cdots p_{k} \in \mathcal{D}^{+}$. If $k$ is odd, then

$$
d=p_{1} \cdots p_{k-1} p_{k}<p_{1} \cdots p_{k-1} p_{k}^{1+\beta}<D
$$

If $k$ is even, then $k-1$ is odd. Since $p_{k}<p_{k-1}$ and $\beta>1$, we have

$$
d=p_{1} \cdots p_{k-1} p_{k}<p_{1} \cdots p_{k-1}^{2}<p_{1} \cdots p_{k-1}^{1+\beta}<D
$$

Therefore, $1 \leq d<D$ for all $d \in \mathcal{D}^{+}$.
Similarly, if $d=p_{1} \cdots p_{k} \in \mathcal{D}^{-}$and $k \geq 2$, then $1 \leq d<D$. For $k=1$, we have $d=p_{1}<D$, that is, $\mathcal{D}^{-}$contains all primes strictly less than $D$. Therefore, $1 \leq d<D$ for all $d \in \mathcal{D}^{-}$.

The arithmetic functions $\lambda^{+}(d)$ and $\lambda^{-}(d)$ are truncations of the Möbius function $\mu(d)$ to certain subsets of the sets $\mathcal{D}^{+}$and $\mathcal{D}^{-}$, respectively. Since both sets contain 1 , we have

$$
\lambda^{+}(1)=\lambda^{-}(1)=\mu(1)=1
$$

Let $m \geq 2$. We must prove that

$$
\begin{equation*}
\sum_{d \mid m} \lambda^{-}(d) \leq 0 \leq \sum_{d \mid m} \lambda^{+}(d) \tag{9.8}
\end{equation*}
$$

Since the functions $\lambda^{ \pm}(d)$ are supported on divisors of $P(D)$, we may assume that $m$ divides $P(D)$. Let $\omega(m)$ denote the number of distinct prime divisors of $m$. The proof is by induction on $k=\omega(m)$. If $k=1$, then $m=p<D$ for some prime $p \in \mathcal{P}$, and so $m \in \mathcal{D}^{-}$. We have

$$
\sum_{d \mid m} \lambda^{-}(d)=\mu(1)+\mu(p)=0
$$

and

$$
\sum_{d \mid m} \lambda^{+}(d)=\mu(1)+\lambda^{+}(p) \geq 1-1=0
$$

This proves the lemma in the case $k=1$.

Now let $k \geq 1$, and assume that inequalities (9.8) hold for all positive integers $m$ with $k$ distinct prime divisors. If $\omega(m)=k+1$, then we can write $m$ in the form

$$
m=q_{0} q_{1} \cdots q_{k},
$$

where

$$
q_{k}<q_{k-1}<\cdots<q_{1}<q_{0}<D
$$

$q_{0}, q_{1}, \ldots, q_{k}$ are prime numbers in $\mathcal{P}$, and $q_{0}$ is the greatest prime divisor of $m$. Let

$$
m_{1}=\frac{m}{q_{0}}=q_{1} \cdots q_{k} .
$$

Since $m_{1}$ is a divisor of $P(z)$ with $k$ prime factors, it follows from the induction hypothesis that

$$
\sum_{d \mid m_{1}} \lambda^{-}(d) \leq 0 \leq \sum_{d \mid m m_{1}} \lambda^{+}(d) .
$$

Every divisor of $m$ is of the form $d$ or $q_{0} d$, where $d$ is a divisor of $m_{1}$. Therefore,

$$
\begin{aligned}
\sum_{d \mid m} \lambda^{+}(d) & =\sum_{d \mid m_{1}} \lambda^{+}(d)+\sum_{d \mid m_{1}} \lambda^{+}\left(q_{0} d\right) \\
& \geq \sum_{d \mid m_{1}} \lambda^{+}\left(q_{0} d\right) \\
& =\sum_{\substack{d \mid m_{1} \\
q_{0} \in \in D^{*}}} \mu\left(q_{0} d\right) \\
& =-\sum_{\substack{d \mid m_{1} \\
q_{0} d \in D^{+}}} \mu(d) .
\end{aligned}
$$

Similarly,

$$
\sum_{d \mid m} \lambda^{-}(d) \leq-\sum_{\substack{d, m \\ v_{0} d \in \mathcal{D}-}} \mu(d) .
$$

If $d$ is a divisor of $m_{1}$, then

$$
d=p_{1} \cdots p_{j}
$$

where $p_{1}, \ldots, p_{j}$ are primes in $\mathcal{P}$ such that

$$
p_{j}<\cdots<p_{1} \leq q_{1}<q_{0}<D .
$$

Let $D_{1}=D / q_{0}>0$, and let $\mathcal{D}_{1}^{+}$and $\mathcal{D}_{1}^{-}$be the sets of integers constructed from $\beta$ and $D_{1}$. Let $\lambda_{1}^{+}(d)$ and $\lambda_{1}^{-}(d)$ be the Möbius function truncated to the sets $\mathcal{D}_{1}^{+}$and $\mathcal{D}_{1}^{-}$, respectively. Then $q_{0} d \in \mathcal{D}^{+}$if and only if

$$
q_{0}<\left(\frac{D}{q_{0}}\right)^{1 / \beta}
$$

and

$$
p_{m}<\left(\frac{D}{q_{0} p_{1} \cdots p_{m}}\right)^{1 / \beta}=\left(\frac{D_{1}}{p_{1} \cdots p_{m}}\right)^{1 / \beta}
$$

for all even integers $m$. If

$$
q_{0} \geq\left(\frac{D}{q_{0}}\right)^{1 / \beta}
$$

then $q_{0} d \notin \mathcal{D}^{+}$and so

$$
\sum_{\substack{d m_{1} \\ y_{1} u \in D^{.}}} \mu(d)=0
$$

since the sum is empty. If

$$
q_{0}<\left(\frac{D}{q_{0}}\right)^{1 / \beta}
$$

then $q_{0} d \in \mathcal{D}^{+}$if and only if $d \in \mathcal{D}_{1}^{-}$, and

$$
\sum_{\substack{m_{1} \\ m_{1}, t \in D^{*}}} \mu(d)=\sum_{\substack{d i m_{1} \\ d \in D_{1}}} \mu(d)=\sum_{d i m_{1}} \lambda_{1}-(d) \leq 0
$$

by the induction hypothesis. Therefore,

$$
\sum_{d \mid m} \lambda^{+}(d) \geq 0
$$

Similarly, $q_{0} d \in \mathcal{D}^{-}$if and only if $d \in \mathcal{D}_{1}^{+}$, and so

$$
\sum_{\substack{d m_{1} \\ y_{0} u \in \mathcal{D}}} \mu(d)=\sum_{\substack{d \rightarrow m_{1}^{\prime} \\ u \in D_{i}^{\prime}}} \mu(d)=\sum_{d \mid m_{1}} \lambda_{1}^{+}(d) \geq 0
$$

This proves that $\lambda^{+}(d)$ and $\lambda^{-}(d)$ are upper and lower bound sieves with sieving range $\mathcal{P}$ and support level $D$.

Lemma 9.2 Let $\mathcal{P}$ be a set of primes, and let $g(d)$ be a multiplicative function such that

$$
0 \leq g(p)<1 \quad \text { for all } p \in \mathcal{P}
$$

Let

$$
V(z)=\prod_{\substack{p \in \mathcal{P} \\ p \cdots:}}(1-g(p))=\sum_{p \mid P(:)} \mu(d) g(d) .
$$

Then $V(z)$ is a decreasing function of $z$,

$$
0<V(z) \leq 1
$$

for all $z$, and

$$
\begin{equation*}
\sum_{\substack{p \in T \\ u \leq p ; i}} g(p) V(p)=V(w)-V(z) \tag{9.9}
\end{equation*}
$$

for all $1 \leq w<z$.

Proof. It follows immediately from the definition that $V(z)$ is decreasing and $V(z) \in(0,1]$ for all $z$.

The proof of the combinatorial identity (9.9) is by induction on the number $k$ of primes $p \in \mathcal{P}$ that lie in the interval $[w, z)$. If $k=0$, then $V(w)=V(z)$ and

$$
\sum_{\substack{p \in p \\ v \leq p<:}} g(p) V(p)=0
$$

If $k \geq 1$, let $p_{1}$ be the largest prime in the interval. Then

$$
\begin{aligned}
\sum_{\substack{p \in \mathcal{P} \\
x \leq p<:}} g(p) V(p) & =\sum_{\substack{r \in \mathcal{P} \\
k \leq p<p_{1}}} g(p) V(p)+g\left(p_{1}\right) V\left(p_{1}\right) \\
& =V(w)-V\left(p_{1}\right)+g\left(p_{1}\right) V\left(p_{1}\right) \\
& =V(w)-\left(1-g\left(p_{1}\right)\right) V\left(p_{1}\right) \\
& =V(w)-V(z)
\end{aligned}
$$

Lemma 9.3 Let $\mathcal{P}$ be a set of primes. For $\beta>1$ and $2 \leq z \leq D$, let

$$
y_{m}=y_{m}\left(\beta, D, p_{1}, \ldots, p_{m}\right)=\left(\frac{D}{p_{1} \cdots p_{m}}\right)^{1 / \beta}
$$

Let $\lambda^{ \pm}(d)$ be the upper and lower bound sieves constructed in Theorem 9.3, and let

$$
G\left(z, \lambda^{ \pm}\right)=\sum_{d \mid P(z)} \lambda^{ \pm}(d) g(d)
$$

Let

Then

$$
\begin{equation*}
G\left(z, \lambda^{+}\right)=V(z)+\sum_{\substack{n=1 \\ n=1 \\(\operatorname{tod} 12)}}^{\infty} T_{n}(D, z) \tag{9.10}
\end{equation*}
$$

and

$$
\begin{equation*}
G\left(z, \lambda^{-}\right)=V(z)-\sum_{\substack{n=1 \\ n=0 \\(\bmod 2)}}^{\infty} T_{n}(D, z) . \tag{9.11}
\end{equation*}
$$

Moreover,

$$
T_{n}(D, z) \geq 0
$$

for all $n \geq 1$, and

$$
G\left(z, \lambda^{-}\right) \leq V(z) \leq G\left(z, \lambda^{+}\right)
$$

If

$$
\beta \leq \frac{\log D}{\log z}=s
$$

then

$$
T_{n}(D, z)=0 \quad \text { for } n \leq s-\beta
$$

Proof. It follows from the construction of the sets $\mathcal{D}^{ \pm}$and the sieves $\lambda^{ \pm}(d)$ that

$$
\begin{aligned}
& G\left(z, \lambda^{+}\right)=\sum_{\substack{d \in P(z) \\
d \in D^{+}}} \mu(d) g_{n}(d)
\end{aligned}
$$

and

$$
\begin{aligned}
G\left(z, \lambda^{-}\right) & =\sum_{\substack{\left.d \mid 1 P_{i}\right) \\
d \in D^{-}}} \mu(d) g_{n}(d) \\
& =\sum_{\substack{p_{i} \ll p_{1}<: p_{i} \in P \\
p_{m}<\leq \operatorname{lm} v a \operatorname{con}(\bmod 2)}}(-1)^{k} g_{n}\left(p_{1} \cdots p_{k}\right) .
\end{aligned}
$$

We expand the function $V(z)$ to obtain a partition of $G\left(z, \lambda^{+}\right)$as a sum of nonnegative functions:

$$
\begin{aligned}
& V(z)=\sum_{d \mid P(:)} \mu(d) g(d) \\
& =\sum_{\substack{r_{k}<\cdots=p_{1}<: \\
p_{1} \in \mathcal{P}}}(-1)^{k} g\left(p_{1} \cdots p_{k}\right) \\
& =\sum_{\substack{p_{k}<\cdots<p_{1}<\leq \cdot, p_{1} \in \mathcal{P} \\
p_{m} \lll<m \times 1}}(-1)^{k} g\left(p_{1} \cdots p_{k}\right) \\
& +\sum_{\substack{p_{k}<\cdots<p_{1}<, p_{i} e p \\
3 m=1}}(-1)^{k} g\left(p_{1} \cdots p_{k}\right)
\end{aligned}
$$

$$
\begin{aligned}
& =G\left(z, \lambda^{+}\right)
\end{aligned}
$$

$$
\begin{aligned}
& =G\left(z, \lambda^{+}\right)-\sum_{\substack{n=1 \\
(\max z)}}^{\infty} T_{n}(D, z),
\end{aligned}
$$

where

Therefore,

$$
G\left(z, \lambda^{+}\right)=V(z)+\sum_{\substack{n=1 \\ n=1 \\ \text { (mad } 2)}}^{\infty} T_{n}(D, z) \geq V(z)
$$

Similarly,

$$
G\left(z, \lambda^{-}\right)=V(z)-\sum_{\substack{n-1 \\ n=0 \\ \text { (mad } 2)}}^{\infty} T_{n}(D, z) \leq V(z)
$$

If

$$
\begin{equation*}
y_{n} \leq p_{n}<\cdots<p_{1}<z, \tag{9.12}
\end{equation*}
$$

then

$$
D \leq p_{1} \cdots p_{n} p_{n}^{\beta}<{ }^{n+n}
$$

Let $D=z^{s}$. Since $T_{n}(D, z)$ is a sum over integers $p_{1} \cdots p_{\text {; }}$ that satisfy inequality (9.12), it follows that $T_{n}(D, z)=0$ unless $s<n+\ddot{\beta}$. This completes the proof.

### 9.3 Approximations

For the rest of this chapter, we shall consider only the case

$$
\beta=2
$$

in the construction of the sets $\mathcal{D}^{ \pm}$and the upper and lower bound sieves $\lambda^{t}(d)$. Then

$$
y_{m}=\left(\frac{D}{p_{1} \cdots p_{m}}\right)^{1 / 2}
$$

and the functions $T_{n}(D, z)$ satisfy the following recursion relation.
Lemma 9.4 Let $z \geq 2$ and $D$ be real numbers such that

$$
s=\frac{\log D}{\log z} \geq \begin{cases}1 & \text { if } n \text { is odd } \\ 2 & \text { if } n \text { is even }\end{cases}
$$

Then

$$
\begin{equation*}
T_{1}(D, z)=V\left(D^{1 / 3}\right)-V(z) \tag{9.13}
\end{equation*}
$$

Let $n \geq 2$. If $n$ is even, or if $n$ is odd and $s \geq 3$, then

$$
\begin{equation*}
T_{n}(D, z)=\sum_{\substack{p \in P \\ p<}} g(p) T_{n-1}\left(\frac{D}{p}, p\right) \tag{9.14}
\end{equation*}
$$

If $n$ is odd and $1 \leq s \leq 3$, then

$$
\begin{equation*}
T_{n}(D, z)=\sum_{\substack{p \in \mathcal{D} \\ p<D^{1 / 3}}} g(p) T_{n-1}\left(\frac{D}{p}, p\right) . \tag{9.15}
\end{equation*}
$$

Proof. Since $y_{1}=\left(D / p_{1}\right)^{1 / 2}$, it follows from Lemma 9.2 that

$$
\begin{aligned}
T_{1}(D, z) & =\sum_{\substack{p_{1} \in \mathcal{P} \\
1 \leq 1 \leq i}} g\left(p_{1}\right) V\left(p_{1}\right) \\
& =\sum_{\substack{p_{1} \in \mathcal{P} \\
D^{\prime, 3} \leq p_{1}<z}} g\left(p_{1}\right) V\left(p_{1}\right) \\
& =V\left(D^{1 / 3}\right)-V(z) .
\end{aligned}
$$

If $n$ is even, then

$$
\begin{aligned}
& =\sum_{\substack{p_{1} \in \mathcal{F} \\
p_{1} \because<}} g\left(p_{1}\right) T_{n-1}\left(\frac{D}{p_{1}}, p_{1}\right) .
\end{aligned}
$$

Let $n$ be odd, $n \geq 3$. If $p_{1}<y_{1}=\left(D / p_{1}\right)^{1 / 2}$ and $p_{1}<z=D^{1 / s}$, then

$$
p_{1}<\min \left(D^{1 / 3}, D^{1 / s}\right)= \begin{cases}D^{1 / 3} & \text { if } 1 \leq s \leq 3 \\ z & \text { if } s \geq 3\end{cases}
$$

and the argument proceeds exactly as in the case of even integers $n$. This completes the proof.

We shall now construct a sequence of continuous functions $f_{n}(s)$ that will be used later to approximate the discrete functions $T_{n}(D, z)$. For $s \geq 1$, let $\mathcal{R}_{n}(s)$ be the open convex region of Euclidean space consisting of all points $\left(t_{1}, \ldots, t_{n}\right) \in \mathbf{R}^{n}$ such that

$$
\begin{aligned}
& 0<t_{n}<\cdots<t_{1}<\frac{1}{s} \\
& t_{1}+\cdots+t_{n}+2 t_{n}>1
\end{aligned}
$$

and

$$
\begin{equation*}
t_{1}+\cdots+t_{m}+2 t_{m}<1 \quad \text { if } m<n \text { and } m \equiv n \quad(\bmod 2) \tag{9.16}
\end{equation*}
$$

For $n \geq 1$ and $s \geq 1$, we define the function $f_{n}(s)$ by the multiple integral

$$
\begin{equation*}
s f_{n}(s)=\int \cdots \int_{\mathcal{R}_{n}(s)} \frac{d t_{1} \cdots d t_{n}}{\left(t_{1} \cdots t_{n}\right) t_{n}} \tag{9.17}
\end{equation*}
$$

The function $f_{n}(s)$ is nonnegative, continuous, and decreasing, since $\mathcal{R}_{n}\left(s_{2}\right) \subseteq$ $\mathcal{R}_{n}\left(s_{1}\right)$ for $s_{1} \leq s_{2}$. If $f_{n}(s)>0$, then $\mathcal{R}_{n}(s)$ is nonempty, so $\mathcal{R}_{n}(s)$ contains a point $\left(t_{1}, \ldots, t_{n}\right)$. This point satisfies

$$
1<t_{1}+\cdots+t_{n}+2 t_{n} \leq(n+2) t_{1}<\frac{n+2}{s}
$$

and so

$$
\begin{equation*}
\frac{1}{n+2}<t_{1}<\frac{1}{s} \tag{9.18}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
f_{n}(s)=0 \quad \text { for } s \geq n+2 \tag{9.19}
\end{equation*}
$$

It is easy to compute $f_{1}(s)$ and $f_{2}(s)$. We have $f_{1}(s)=0$ for $s \geq 3$. For $1 \leq s \leq 3$, we have

$$
\mathcal{R}_{1}(s)=(1 / 3,1 / s)
$$

and so

$$
\begin{equation*}
s f_{1}(s)=\int_{1 / 3}^{1 / s} \frac{d t_{1}}{t_{1}^{2}}=3-s \tag{9.20}
\end{equation*}
$$

Similarly, $f_{2}(s)=0$ for $s \geq 4$. For $2 \leq s \leq 4$, we have

$$
\mathcal{R}_{2}(s)=\left\{\left(t_{1}, t_{2}\right): \frac{1}{4}<t_{1}<\frac{1}{s} \quad \text { and } \quad \frac{1-t_{1}}{3}<t_{2}<t_{1}\right\}
$$

and so

$$
\begin{aligned}
s f_{2}(s) & =\int_{1 / 4}^{1 / s} \int_{\left(1-t_{1}\right) / 3}^{t_{1}} \frac{d t_{2}}{t_{2}^{2}} \frac{d t_{1}}{t_{1}} \\
& =\int_{1 / 4}^{1 / s}\left(\frac{3}{1-t_{1}}-\frac{1}{t_{1}}\right) \frac{d t_{1}}{t_{1}} \\
& =\int_{1 / 4}^{1 / s}\left(\frac{3}{1-t_{1}}+\frac{3}{t_{1}}-\frac{1}{t_{1}^{2}}\right) d t_{1} \\
& =s-3 \log (s-1)+3 \log 3-4 .
\end{aligned}
$$

The functions $f_{n}(s)$ satisfy the following recursion relation.
Lemma 9.5 Let $n \geq 2$. If $n$ is even and $s \geq 2$, or if $n$ is odd and $s \geq 3$, then

$$
\begin{equation*}
s f_{n}(s)=\int_{s}^{\infty} f_{n-1}(t-1) d t \tag{9.21}
\end{equation*}
$$

If $n$ is odd and $1 \leq s \leq 3$, then

$$
\begin{equation*}
s f_{n}(s)=3 f_{n}(3)=\int_{3}^{\infty} f_{n-1}(t-1) d t \tag{9.22}
\end{equation*}
$$

Proof. If $n$ is even and $s \geq 2$, or if $n$ is odd and $s \geq 3$, then, from (9.18), we have

$$
\begin{aligned}
& s f_{n}(s)=\int \cdots \int_{\mathcal{R}_{n}(s)} \frac{d t_{1} \cdots d t_{n}}{\left(t_{1} \cdots t_{n}\right) t_{n}}
\end{aligned}
$$

In the inner integral, we make the change of variables

$$
t_{i}=\left(1-t_{1}\right) u_{i-1}
$$

for $i=2, \ldots, n$. Let

$$
s_{1}=\frac{1-t_{1}}{t_{1}}=\frac{1}{t_{1}}-1
$$

Since $t_{1}<1 / s$, it follows that $s_{1}>1$ if $n$ is even and $s \geq 2$, and $s_{1}>2$ if $n$ is odd and $s \geq 3$. We obtain

$$
\begin{aligned}
& =\frac{1}{1-t_{1}} \int_{\mathcal{R}_{n-1}\left(s_{1}\right)} \frac{d u_{1} \cdots d u_{n-1}}{\left(u_{1} \cdots u_{n-1}\right) u_{n-1}} \\
& =\frac{s_{1}}{1-t_{1}} f_{n-1}\left(s_{1}\right) \\
& =\frac{1}{t_{1}} f_{n-1}\left(\frac{1}{t_{1}}-1\right) .
\end{aligned}
$$

Setting $t=1 / t_{1}$, we obtain

$$
\begin{aligned}
s f_{n}(s) & =\int_{1 /(n+2)}^{1 / s} \frac{1}{t_{1}} f_{n-1}\left(\frac{1}{t_{1}}-1\right) \frac{d t_{1}}{t_{1}} \\
& =-\int_{n+2}^{s} f_{n-1}(t-1) d t \\
& =\int_{s}^{n+2} f_{n-1}(t-1) d t \\
& =\int_{s}^{\infty} f_{n-1}(t-1) d t
\end{aligned}
$$

since $f_{n-1}(t-1)=0$ for $t-1 \geq(n-1)+2$ by ( 9.19 ).
Let $n \geq 3$ be an odd integer. If $\left(t_{1}, \ldots, t_{n}\right) \in \mathcal{R}_{n}(s)$, then $t_{1}<1 / s$. Also, it follows from inequality (9.16) with $m=1$ that $t_{1}<1 / 3$, and so $t_{1}<1 / \max (s, 3)$. Therefore, if $1 \leq s \leq 3$, then

$$
\mathcal{R}_{n}(s)=\mathcal{R}_{n}(3)
$$

and

$$
\begin{aligned}
s f_{n}(s) & =\int \cdots \int_{\mathcal{R}_{n}(s)}\left(t_{1} \cdots t_{n}\right)^{-1} t_{n}^{-1} d t_{1} \cdots d t_{n} \\
& =\int \cdots \int_{\mathcal{R}_{n}(3)}\left(t_{1} \cdots t_{n}\right)^{-1} t_{n}^{-1} d t_{1} \cdots d t_{n} \\
& =3 f_{n}(3)
\end{aligned}
$$

This completes the proof.
We construct the function $h(s)$ for $s \geq 1$ as follows:

$$
h(s)= \begin{cases}e^{-2} & \text { for } 1 \leq s \leq 2  \tag{9.23}\\ e^{-s} & \text { for } 2 \leq s \leq 3 \\ 3 s^{-1} e^{-s} & \text { for } s \geq 3\end{cases}
$$

It is easy to check (Exercise 8) that

$$
h(s-1)<4 h(s) \quad \text { for } s \geq 2
$$

For $s \geq 2$, let

$$
H(s)=\int_{s}^{\infty} h(t-1) d t
$$

Both $h(s)$ and $H(s)$ are continuous, positive, and decreasing functions on their domains. Let

$$
\alpha=\frac{H(2)}{2 h(2)}=\frac{e^{2} H(2)}{2}=1-\frac{1}{2 e}+\frac{3 e^{2}}{2} \int_{3}^{\infty} t^{-1} e^{-t} d t
$$

We can express $\alpha$ in terms of the exponential integral

$$
\operatorname{Ei}(x)=\int_{-\infty}^{x} e^{t} t^{-1} d t
$$

since

$$
\int_{3}^{\infty} e^{-t} t^{-1} d t=-\operatorname{Ei}(-3)=0.013048 \ldots
$$

We can obtain this number with technology, such as Maple, or without technology, either by estimating the integral directly or by looking it up in old books, such as Dwight's Mathematical Tables[26, page 107]. We find that

$$
\begin{equation*}
\alpha=0.96068 \ldots \tag{9.24}
\end{equation*}
$$

Lemma 9.6

$$
\begin{equation*}
H(s) \leq \alpha \operatorname{sh}(s) \quad \text { for } s \geq 2 \tag{9.25}
\end{equation*}
$$

and

$$
\begin{equation*}
H(3) \leq \alpha \operatorname{sh}(s) \quad \text { for } 1 \leq s \leq 3 . \tag{9.26}
\end{equation*}
$$

Proof. If $s \geq 3$, then $h(s-1) \leq e^{1-s}$ and

$$
H(s) \leq \int_{s}^{\infty} e^{1-t} d t=e^{1-s}=\frac{e s h(s)}{3}<\alpha \operatorname{sh}(s)
$$

For $2 \leq s \leq 3$, let

$$
H_{0}(s)=\alpha s h(s)-H(s)
$$

We have

$$
s-1=1+(s-2) \leq e^{s-2}
$$

and so

$$
(1-s) e^{-s} \geq-e^{-2}
$$

Then

$$
\begin{aligned}
H_{0}^{\prime}(s) & =\alpha h(s)+\alpha s h^{\prime}(s)-H^{\prime}(s) \\
& =\alpha(1-s) e^{-s}+h(s-1) \\
& \geq(1-\alpha) e^{-2} \\
& >0
\end{aligned}
$$

and so $H_{0}(s)$ is increasing for $2 \leq s \leq 3$. Since

$$
H_{0}(2)=0
$$

by the definition of $\alpha$, it follows that

$$
H(3) \leq H(s) \leq \alpha \operatorname{sh}(s) \quad \text { for } 2 \leq s \leq 3
$$

Let $1 \leq s \leq 2$. Since $\alpha<1$, it follows that $h(2)>H(2) / 2$ and

$$
H(3)=H(2)-e^{-2}=H(2)-h(2)<\frac{H(2)}{2}=\alpha h(2) \leq \alpha \operatorname{sh}(2)=\alpha \operatorname{sh}(s)
$$

This completes the proof.
Lemma 9.7 If $n$ is odd and $s \geq 1$, or if $n$ is $\because v e n$ and $s \geq 2$, then

$$
f_{n}(s) \leq 2 e^{2} \alpha^{n-1} h(s)
$$

Proof. This is by induction on $n$. For $n=1$, we shall show that

$$
s f_{1}(s) \leq 2 e^{2} \operatorname{sh}(s)
$$

For $1 \leq s \leq 3$, we have $s f_{1}(s)=3-s$ by (9.20). If $1 \leq s \leq 2$, then $h(s)=e^{-2}$ and

$$
s f_{1}(s)=3-s \leq 2=2 e^{2} h(s) \leq 2 e^{2} \operatorname{sh}(s)
$$

If $2 \leq s \leq 3$, then $h(s)=e^{-s}$ and

$$
s f_{1}(s)=3-s \leq 1<4 e^{2} h(s) \leq 2 e^{2} \operatorname{sh}(s)
$$

If $s \geq 3$, then $f_{1}(s)=0$ and

$$
s f_{1}(s)=0 \leq 2 e^{2} \operatorname{sh}(s)
$$

This proves the case $n=1$.
Now let $n \geq 2$, and assume that the lemma holds for $n-1$. By (9.21) and (9.25), if $n$ is even and $s \geq 2$, or if $n$ is odd and $s \geq 3$, then

$$
\begin{aligned}
s f_{n}(s) & =\int_{s}^{\infty} f_{n-1}(t-1) d t \\
& \leq 2 e^{2} \alpha^{n-2} \int_{s}^{\infty} h(t-1) d t \\
& =2 e^{2} \alpha^{n-2} H(s) \\
& \leq 2 e^{2} \alpha^{n-2} \alpha s h(s) \\
& \leq 2 e^{2} \alpha^{n-1} \operatorname{sh}(s)
\end{aligned}
$$

By (9.22) and (9.26), if $n$ is odd and $1 \leq s \leq 3$, then

$$
\begin{aligned}
s f_{n}(s) & =\int_{3}^{\infty} f_{n-1}(t-1) d t \\
& \leq 2 e^{2} \alpha^{n-2} \int_{3}^{\infty} h(t-1) d t \\
& \leq 2 e^{2} \alpha^{n-2} H(3) \\
& \leq 2 e^{2} \alpha^{n-2} \alpha \operatorname{sh}(s) \\
& \leq 2 e^{2} \alpha^{n-1} \operatorname{sh}(s)
\end{aligned}
$$

This completes the proof.
Theorem 9.4 For $s \geq 1$, the function

$$
\begin{equation*}
F(s)=1+\sum_{\substack{n=1 \\ n=1 \\(\bmod 2)}}^{\infty} f_{n}(s) \tag{9.27}
\end{equation*}
$$

is continuous and differentiable, and

$$
F(s)=1+O\left(e^{-s}\right)
$$

For $s \geq 2$, the function

$$
\begin{equation*}
f(s)=1-\sum_{\substack{n=2 \\ n=0 \\(\bmod 2)}}^{\infty} f_{n}(s) \tag{9.28}
\end{equation*}
$$

is continuous and differentiable, and

$$
f(s)=1+O\left(e^{-s}\right)
$$

Proof. By Lemma 9.7,

$$
0 \leq f_{n}(s) \leq 2 e^{2} \alpha^{n-1} h(s) \leq 2 e^{2} \alpha^{n-1} e^{-s}
$$

for $s \geq\left(3+(-1)^{n}\right) / 2$. Therefore,

$$
\sum_{n=1}^{\infty} f_{n}(s) \ll e^{-s}
$$

The theorem follows immediately from this inequality.

### 9.4 The Jurkat-Richert theorem

From now on, we shall consider only arithmetic functions $g(d)$ that satisfy the linear sieve inequality (9.29).

Lemma 9.8 Let $z \geq 2$ and $1<w<z$. Let $\mathcal{P}$ be a set of primes, and let $g(d)$ be a multiplicative function such that

$$
0 \leq g(p)<1 \quad \text { for all } p \in \mathcal{P}
$$

and

$$
\begin{equation*}
\prod_{\substack{p \in \mathcal{P} \\ u \leq p<z}}(1-g(p))^{-1} \leq K \frac{\log z}{\log u} \tag{9.29}
\end{equation*}
$$

for some $K>1$ and all $u$ such that $1<u<z$. Let

$$
V(z)=\prod_{\substack{p \in \mathcal{P} \\ p<i}}(1-g(p))
$$

and let $\Phi$ be a continuous, increasing function on the interval $[w, z]$. Then

$$
\sum_{\substack{p \in \mathcal{P} \\ u \leq p \ll}} g(p) V(p) \Phi(p) \leq(K-1) V(z) \Phi(z)-K V(z) \int_{w}^{z} \Phi(u) d\left(\frac{\log z}{\log u}\right)
$$

Proof. The step function

$$
S(u)=\sum_{\substack{p \in \mathcal{p} \\ u \leq p<z}} g(p) V(p)
$$

is nonnegative and decreasing. By Lemma 9.2 and inequality (9.29),

$$
\begin{aligned}
S(u) & =V(u)-V(z) \\
& =\left(\frac{V(u)}{V(z)}-1\right) V(z) \\
& =\left(\prod_{\substack{p \in P \\
a \leq p<z}}(1-g(p))^{-1}-1\right) V(z) \\
& \leq\left(K \frac{\log z}{\log u}-1\right) V(z) .
\end{aligned}
$$

Let

$$
w \leq p_{k}<p_{k-1}<\cdots<p_{1}<z
$$

be all the primes in $\mathcal{P}$ that lie in the interval $[w, z)$. Then $S\left(p_{k}\right)=S(w), S\left(p_{1}\right)=$ $g\left(p_{1}\right) V\left(p_{1}\right)$, and $S(u)=0$ for $p_{1}<u \leq z$. By partial summation and integration by parts of the Riemann-Stieltjes integral,

$$
\begin{aligned}
\sum_{\substack{p \in \mathcal{P} \\
v \leq \rho<z}} g(p) V(p) \Phi(p)= & \sum_{i=1}^{k} g\left(p_{i}\right) V\left(p_{i}\right) \Phi\left(p_{i}\right) \\
= & \sum_{i=2}^{k}\left(S\left(p_{i}\right)-S\left(p_{i-1}\right)\right) \Phi\left(p_{i}\right)+S\left(p_{1}\right) \Phi\left(p_{1}\right) \\
= & \sum_{i=1}^{k} S\left(p_{i}\right) \Phi\left(p_{i}\right)-\sum_{i=1}^{k-1} S\left(p_{i}\right) \Phi\left(p_{i+1}\right) \\
= & S\left(p_{k}\right) \Phi\left(p_{k}\right)+\sum_{i=1}^{k-1} S\left(p_{i}\right)\left(\Phi\left(p_{i}\right)-\Phi\left(p_{i+1}\right)\right) \\
= & S(w) \Phi(w)+S\left(p_{k}\right)\left(\Phi\left(p_{k}\right)-\Phi(w)\right) \\
& +\sum_{i=1}^{k-1} S\left(p_{i}\right)\left(\Phi\left(p_{i}\right)-\Phi\left(p_{i+1}\right)\right) \\
= & S(w) \Phi(w)+\int_{w}^{p_{1}} S(u) d \Phi(u) \\
= & S(w) \Phi(w)+\int_{w}^{z} S(u) d \Phi(u) \\
= & S(z) \Phi(z)-\int_{w}^{z} \Phi(u) d S(u) \\
\leq & (K-1) V(z) \Phi(z)-K V(z) \int_{w}^{z} \Phi(u) d\left(\frac{\log z}{\log u}\right) .
\end{aligned}
$$

This completes the proof.
Theorem 9.5 Let $z \geq 2$, and let $D$ be a real number such that $D \geq z$ for $n$ odd and $D \geq z^{2}$ for $n$ even, that is,

$$
s=\frac{\log D}{\log z} \geq \begin{cases}1 & \text { if } n \text { is odd } \\ 2 & \text { if } n \text { is even } .\end{cases}
$$

Let $\mathcal{P}$ be a set of primes, and let $g(d)$ be a multiplicative function such that

$$
0 \leq g(p)<1 \quad \text { for all } p \in \mathcal{P}
$$

and

$$
\prod_{\substack{p \in p \\ u \leq p<i}}(1-g(p))^{-1} \leq K \frac{\log z}{\log u}
$$

for all $u$ such that $1<u<z$, where the constant $K$ satisfies

$$
1<K<1+\frac{1}{200}
$$

Then

$$
\begin{equation*}
\left.T_{n}(D, z)<V z\right)\left(f_{n}(s)+(K-1)\left(\frac{99}{100}\right)^{n} e^{10-s}\right) \tag{9.30}
\end{equation*}
$$

Proof. We define the number

$$
\tau=\alpha+5(K-1)+11 e^{-8}
$$

and the functions

$$
\begin{equation*}
h_{n}(s)=(K-1) \tau^{n} e^{10} h(s) \tag{9.31}
\end{equation*}
$$

for $n \geq 1$. Note that

$$
\alpha<\tau<0.9607+0.0250+0.0037=0.9894<\frac{99}{100}
$$

We shall prove that

$$
\begin{equation*}
T_{n}(D, z)<V(z)\left(f_{n}(s)+h_{n}(s)\right) \tag{9.32}
\end{equation*}
$$

This immediately implies (9.30) since $h(s) \leq e^{-s}$ for all $s \geq 1$.
The proof of (9.32) is by induction on $n$. Let $n=1$. By Lemma 9.3 with $\beta=2$, we have $T_{1}(D, z)=0$ for $s>3$. Since the right side of inequality (9.32) is positive, it follows that the inequality holds for $s>3$. If $1 \leq s \leq 3$, then $f_{1}(s)=(3 / s)-1$ and

$$
T_{1}(D, z)=V\left(D^{1 / 3}\right)-V(z)
$$

by (9.13). It follows that

$$
\begin{aligned}
\frac{T_{1}(D, z)}{V(z)} & =\frac{V\left(D^{1 / 3}\right)}{V(z)}-1 \\
& =\prod_{D^{1 / 3} \leq p<z}(1-g(p))^{-1}-1 \\
& \leq 3 K \frac{\log z}{\log D}-1 \\
& =\frac{3 K}{s}-1 \\
& =\left(\frac{3}{s}-1\right)+\frac{3}{s}(K-1) \\
& \leq f_{1}(s)+3(K-1) \\
& <f_{1}(s)+h_{1}(s)
\end{aligned}
$$

since $h(s) \geq e^{-3}$ and $\tau>11 e^{-8}$, hence

$$
h_{1}(s)=(K-1) \tau e^{10} h(s)>(K-1) 11 e^{-1}>3(K-1) .
$$

This proves the lemma for $n=1$.
Let $n \geq 2$, and assume that the lemma holds for $n-1$. For $n$ even and $s \geq 2$, or for $n$ odd and $s \geq 3$, we define the function

$$
\Phi(u)=f_{n-1}\left(\frac{\log D}{\log u}-1\right)+h_{n-1}\left(\frac{\log D}{\log u}-1\right)
$$

for $1<u \leq w$. The function $\Phi(u)$ is continuous, positive, and increasing. Moreover,

$$
\Phi(z)=f_{n-1}(s-1)+h_{n-1}(s-1)
$$

It follows from the recursion formula (9.14), the induction hypothesis for $n-1$, and Lemma 9.8 that

$$
\begin{aligned}
T_{n}(D, z)= & \sum_{\substack{p \in \mathcal{P} \\
p \in:}} g(p) T_{n-1}\left(\frac{D}{p}, p\right) \\
< & \sum_{\substack{p \in \mathcal{P} \\
p<i}} g(p) V(p)\left(f_{n-1}\left(\frac{\log D}{\log p}-1\right)+h_{n-1}\left(\frac{\log D}{\log p}-1\right)\right) \\
= & \sum_{\substack{p \in \mathcal{P} \\
p \ll}} g(p) V(p) \Phi(p) \\
= & (K-1) V(z) \Phi(z)-K V(z) \int_{1}^{i} \Phi(u) d\left(\frac{\log z}{\log u}\right) \\
= & (K-1) V(z)\left(f_{n-1}(s-1)+h_{n-1}(s-1)\right) \\
& -\frac{K V(z)}{s} \int_{1}^{z} \Phi(u) d\left(\frac{\log D}{\log u}\right)
\end{aligned}
$$

$$
\begin{aligned}
= & (K-1) V(z)\left(f_{n-1}(s-1)+h_{n-1}(s-1)\right) \\
& +\frac{K V(z)}{s} \int_{s}^{\infty}\left(f_{n-1}(t-1)+h_{n-1}(t-1)\right) d t,
\end{aligned}
$$

where the last equation comes from substituting $t=\log D / \log u$ in the integral. By (9.21), we have

$$
\frac{K}{s} \int_{s}^{\infty} f_{n-1}(t-1) d t=K f_{n}(s)
$$

Similarly, from the definition of $H(s)$ and (9.25), we have

$$
\int_{s}^{\infty} h(t-1) d t=H(s) \leq \alpha s h(s)
$$

and so

$$
\frac{K}{s} \int_{s}^{\infty} h_{n-1}(t-1) d t \leq \alpha K h_{n-1}(s)
$$

Since $h(s-1)<4 h(s)$ for $s \geq 2$, we have

$$
(K-1) h_{n-1}(s-1)<4(K-1) h_{n-1}(s)
$$

and

$$
\begin{aligned}
(K-1) f_{n-1}(s-1) & \leq(K-1) 2 e^{2} \alpha^{n-2} h(s-1) \\
& <8 e^{2}(K-1) \alpha^{n-2} h(s) \\
& =8 e^{-8}\left(\frac{\alpha}{\tau}\right)^{n-1} \alpha^{-1}(K-1) e^{10} \tau^{n-1} h(s) \\
& <9 e^{-8} h_{n-1}(s)
\end{aligned}
$$

since $0<\alpha<\tau$ and $\alpha^{-1}<9 / 8$. Therefore,

$$
\frac{T_{n}(D, z)}{V(z)}<K f_{n}(s)+\left(\alpha K+4(K-1)+9 e^{-8}\right) h_{n-1}(s)
$$

By Lemma 9.7 and definition (9.31), we have

$$
(K-1) f_{n}(s) \leq(K-1) 2 e^{2} \alpha^{n-1} h(s)<2 e^{-8} h_{n-1}(s)
$$

and so

$$
K f_{n}(s)<f_{n}(s)+2 e^{-8} h_{n-1}(s) .
$$

Since

$$
\alpha K=K-(1-\alpha) K<K-(1-\alpha)=(K-1)+\alpha,
$$

we have

$$
\begin{aligned}
\frac{T_{n}(D, z)}{V(z)} & <f_{n}(s)+\left(\alpha+5(K-1)+11 e^{-8}\right) h_{n-1}(s) \\
& =f_{n}(s)+\tau h_{n-1}(s) \\
& =f_{n}(s)+h_{n}(s)
\end{aligned}
$$

Let $n \geq 3$ be odd, and let $1 \leq s \leq 3$. If $z=D^{1 / 3}$, then $\log D / \log z=3$. By the recursion formula (9.15) and the same argument used above, we obtain

$$
\begin{aligned}
T_{n}(D, z) & =\sum_{\substack{p \in \mathcal{D} \\
p<D^{1 / 3}}} g(p) T_{n-1}\left(\frac{D}{p}, p\right) \\
& <\sum_{\substack{p \in \mathcal{D} \\
p<\nu^{1 / 3}}} g(p) V(p) \Phi(p) \\
& <\left(f_{n}(3)+h_{n}(3)\right) V(z) \\
& \leq\left(f_{n}(s)+h_{n}(s)\right) V(z)
\end{aligned}
$$

since the functions $f_{n}(s)$ and $h(s)$ are decreasing. This completes the proof.
Theorem 9.6 Let $z, D, s, \mathcal{P}, g(d)$, and $K=1+\varepsilon$ satisfy the hypotheses of Theorem 9.5. Let

$$
G\left(z, \lambda^{ \pm}\right)=\sum_{d \mid P(z)} \lambda^{ \pm}(d) g(d)
$$

Then

$$
G\left(z, \lambda^{+}\right)<V(z)\left(F(s)+\varepsilon e^{14-s}\right)
$$

and

$$
G\left(z, \lambda^{-}\right)>V(z)\left(f(s)-\varepsilon e^{14-s}\right),
$$

where $F(s)$ and $f(s)$ are the continuous functions defined by (9.27) and (9.28).
Proof. We note that the sum of the following geometric series satisfies

$$
\sum_{\substack{n=0 \\ n=0 \\ i \operatorname{mad} 21}}^{\infty}\left(\frac{99}{100}\right)^{n}<51<e^{4}
$$

By (9.10) and Theorem 9.5,

$$
\begin{aligned}
G\left(z, \lambda^{+}\right) & =V(z)+\sum_{\substack{n-1 \\
n=1 \\
(\bmod 2)}}^{\infty} T_{n}(D, z) \\
& <V(z)\left(1+\sum_{\substack{n=1 \\
n=1 \\
\bmod 2)}}^{\infty} f_{n}(s)+\varepsilon e^{10-s} \sum_{\substack{n=1 \\
n=1 \\
(\bmod 2)}}^{\infty}\left(\frac{99}{100}\right)^{n}\right) \\
& <V(z)\left(F(s)+\varepsilon e^{14-s-s}\right) .
\end{aligned}
$$

Similarly, by (9.11) and Theorem 9.5,

$$
G\left(z, \lambda^{-}\right)=V(z)-\sum_{\substack{N=1 \\ n=0 \\(\operatorname{mot} 2)}}^{\infty} T_{n}(D, z)
$$

$$
\begin{aligned}
& >V(z)\left(1-\sum_{\substack{n=1 \\
n=0 \\
\text { imd } 2)}}^{\infty} f_{n}(s)-\varepsilon e^{10-s} \sum_{\substack{n=1 \\
n=0 \\
(\bmod 2)}}^{\infty}\left(\frac{99}{100}\right)^{n}\right) \\
& >V(z)\left(f(s)-\varepsilon e^{14-s}\right) .
\end{aligned}
$$

This completes the proof.
Theorem 9.7 (Jurkat-Richert) Let $A=\{a(n)\}_{n=1}^{\infty}$ be an arithmetic function such that

$$
a(n) \geq 0 \quad \text { for all } n
$$

and

$$
|A|=\sum_{n=1}^{\infty} a(n)<\infty
$$

Let $\mathcal{P}$ be a set of prime numbers and, for $z \geq 2$, let

$$
P(z)=\prod_{\substack{p \in D \\ p<j}} p .
$$

Let

$$
S(A, \mathcal{P}, z)=\sum_{\substack{n=1 \\(n \cdot P \mid i(n)-1}}^{\infty} a(n) .
$$

For every $n \geq 1$, let $g_{n}(d)$ be a multiplicative function such that

$$
\begin{equation*}
0 \leq g_{n}(p)<1 \quad \text { for all } p \in \mathcal{P} \tag{9.33}
\end{equation*}
$$

Define $r(d)$ by

$$
\left|A_{d}\right|=\sum_{\substack{n=1 \\ d i n}}^{\infty} a(n)=\sum_{n=1}^{\infty} a(n) g_{n}(d)+r(d) .
$$

Let $\mathcal{Q}$ be a finite subset of $\mathcal{P}$, and let $Q$ be the product of the primes in $\mathcal{Q}$. Suppose that, for some $\varepsilon$ satisfying $0<\varepsilon<1 / 200$, the inequality

$$
\begin{equation*}
\prod_{\substack{p \in P \in \\ u \leq \rho<i}}\left(1-g_{n}(p)\right)^{-1}<(1+\varepsilon) \frac{\log z}{\log u} \tag{9.34}
\end{equation*}
$$

holds for all $n$ and $1<u<z$. Then for any $D \geq z$ there is the upper bound

$$
\begin{equation*}
S(A, \mathcal{P}, z)<\left(F(s)+\varepsilon e^{14-s}\right) X+R \tag{9.35}
\end{equation*}
$$

and for any $D \geq z^{2}$ there is the lower bound

$$
\begin{equation*}
S(A, \mathcal{P}, z)>\left(f(s)-\varepsilon e^{14-s}\right) X-R \tag{9.36}
\end{equation*}
$$

where

$$
s=\frac{\log D}{\log z}
$$

$f(s)$ and $F(s)$ are the continuous functions defined by (9.27) and (9.28),

$$
\begin{equation*}
X=\sum_{n=1}^{\infty} a(n) \prod_{p \mid P(z)}\left(1-g_{n}(p)\right) \tag{9.37}
\end{equation*}
$$

and the remainder term is

$$
R=\sum_{\substack{\left.d \mid P_{i}\right) \\ d<0 Q}}|r(d)| .
$$

If there is a multiplicative function $g(d)$ such that $g_{n}(d)=g(d)$ for all $n$, then

$$
\begin{equation*}
X=V(z)|A| \tag{9.38}
\end{equation*}
$$

where

$$
V(z)=\prod_{p \mid P(z)}(1-g(p)) .
$$

Proof. Let $\mathcal{P}_{1}=\mathcal{P} \backslash \mathcal{Q}$. By Theorem 9.3, there exist upper and lower bound sieves $\lambda^{ \pm}(d)$ with sieving range $\mathcal{P}_{1}$ and support level $D$. and with $\hat{i}^{+}(d) \leq 1$ for all $d \geq 1$. We define

$$
G_{n}\left(z, \lambda^{ \pm}\right)=\sum_{p \mid P_{1}(z)} \lambda_{1}^{ \pm}(d) g_{n}(d)
$$

and

$$
V_{n}(z)=\prod_{p \mid P_{1}(z)}\left(1-g_{n}(p)\right) .
$$

Since $\mathcal{P}_{1}$ and $\mathcal{Q}$ are disjoint sets of primes, we have

$$
\prod_{p \mid P(:)}\left(1-g_{n}(p)\right)=V_{n}(z) \prod_{q \mid Q(:)}\left(1-g_{n}(q)\right) .
$$

By Theorem 9.6,

$$
G_{n}\left(z, \lambda^{+}\right)<V_{n}(z)\left(F(s)+\varepsilon e^{14-s}\right)
$$

and

$$
G_{n}\left(z, \lambda^{-}\right)>V_{n}(z)\left(F(s)-\varepsilon e^{14-s}\right)
$$

It follows from Theorem 9.2 that

$$
\begin{aligned}
S(A, \mathcal{P}, z) & \leq \sum_{n=1}^{\infty} a(n) G_{n}\left(z, \lambda_{1}^{+}\right) \prod_{q \mid Q(z)}\left(1-g_{n}(q)\right)+R \\
& <\left(F(s)+\varepsilon e^{14-s}\right) \sum_{n=1}^{\infty} a(n) V_{n}(z) \prod_{q \mid Q(z)}\left(1-g_{n}(q)\right)+R \\
& =\left(F(s)+\varepsilon e^{14-s}\right) \sum_{n=1}^{\infty} a(n) \prod_{p \mid P(z)}\left(1-g_{n}(p)\right)+R \\
& =\left(F(s)+\varepsilon e^{14-s}\right) X+R .
\end{aligned}
$$

The lower bound is obtained similarly. This completes the proof.

### 9.5 Differential-difference equations

In this section, we shall compute initial values for the functions

$$
F(s)=1+\sum_{\substack{n=1 \\ n=1 \\ \text { nna } 2)}}^{\infty} f_{n}(s) \quad \text { for } s \geq 1
$$

and

$$
f(s)=1-\sum_{\substack{n-2 \\ n=0 \\(\bmod 2)}}^{\infty} f_{n}(s) \quad \text { for } s \geq 2
$$

We shall prove that

$$
F(s)=\frac{2 e^{\gamma}}{s} \quad \text { for } 1 \leq s \leq 3
$$

and

$$
f(s)=\frac{2 e^{\gamma} \log (s-1)}{s} \quad \text { for } 2 \leq s \leq 4
$$

where $\gamma$ is Euler's constant. We define $f(s)=0$ for $1 \leq s \leq 2$.

## Lemma 9.9

$$
s F(s)=3 F(3)
$$

for $1 \leq s \leq 3$.
Proof. Let $1 \leq s \leq 3$. By Lemma 9.5,

$$
s f_{n}(s)=3 f_{n}(3) \quad \text { for all odd } n \geq 3
$$

Since

$$
s+s f_{1}(s)=3
$$

by (9.20), it follows that

$$
\begin{aligned}
s F(s) & =s+s f_{1}(s)+\sum_{\substack{n=3 \\
n=1 \\
\bmod 2)}}^{\infty} s f_{n}(s) \\
& =3+\sum_{\substack{n=1 \\
n=1 \\
i \bmod 2)}}^{\infty} 3 f_{n}(3) \\
& =3 F(3),
\end{aligned}
$$

which completes the proof.
Define the constants $A$ and $B$ by

$$
A=s F(s) \quad \text { for } 1 \leq s \leq 3
$$

and

$$
B=2 f(2) .
$$

Lemma 9.10 The functions $F(s)$ and $f(s)$ are solutions of the system of differ-ential-difference equations

$$
\begin{aligned}
(s F(s))^{\prime} & =f(s-1) & & \text { for } s>3 \\
(s f(s))^{\prime} & =F(s-1) & & \text { for } s>2
\end{aligned}
$$

Proof. Let $n \geq 2$. By Lemma 9.5, for $n$ odd and $s \geq 3$, or for $n$ even and $s \geq 2$, we have

$$
s f_{n}(s)=\int_{s}^{\infty} f_{n-1}(t-1) d t
$$

and so

$$
\left(s f_{n}(s)\right)^{\prime}=-f_{n-1}(s-1)
$$

For $s>3$, we have $s f_{1}(s)=0$ and so

$$
\begin{aligned}
(s F(s))^{\prime} & =\left(s+\sum_{\substack{n=1 \\
n=1}}^{\infty} s f_{n}(s)\right)^{\prime} \\
& =\left(s+\sum_{\substack{n=1 \\
n=1 \\
\text { (maxd 2) }}}^{\infty} s f_{n}(s)\right)^{\prime} \\
& =1-\sum_{\substack{n-1 \\
n=1 \\
\text { (max 2) }}}^{\infty} f_{n-1}(s-1) \\
& =1-\sum_{\substack{n=2 \\
n=0 \\
\text { (nnat 2) }}}^{\infty} f_{n}(s-1) \\
& =f(s-1) .
\end{aligned}
$$

Similarly, for $s>2$ we have

$$
\begin{aligned}
(s f(s))^{\prime} & =\left(s-\sum_{\substack{n-2 \\
n=1 \\
\text { nnux 21 }}}^{\infty} s f_{n}(s)\right)^{\prime} \\
& =1+\sum_{\substack{n=2 \\
n=0}}^{\infty} f_{n-1}(s-1) \\
& =1+\sum_{\substack{n=1 \\
n=1 \\
\text { (1mand 2) }}}^{\infty} f_{n}(s-1) \\
& =F(s-1) .
\end{aligned}
$$

This completes the proof.

Lemma 9.11 For $s \geq 2$, let

$$
P(s)=F(s)+f(s)
$$

and

$$
Q(s)=F(s)-f(s)
$$

For $s>3$, the functions $P(s)$ and $Q(s)$ are the unique solutions of the differentialdifference equations

$$
\begin{equation*}
s P^{\prime}(s)=-P(s)+P(s-1) \tag{9.39}
\end{equation*}
$$

and

$$
\begin{equation*}
s Q^{\prime}(s)=-Q(s)-Q(s-1) \tag{9.40}
\end{equation*}
$$

that satisfy the initial conditions

$$
s P(s)=A+B+A \log (s-1)
$$

and

$$
s Q(s)=A-B-A \log (s-1)
$$

for $2 \leq s \leq 3$. Moreover,

$$
P(s)=2+O\left(e^{-s}\right)
$$

and

$$
Q(s)=O\left(e^{-s}\right)
$$

Proof. Since

$$
s F(s)=A \quad \text { for } 1 \leq s \leq 3
$$

it follows that

$$
F(s)=\frac{A}{s} \quad \text { for } 1 \leq s \leq 3
$$

or, equivalently, that

$$
F(s-1)=\frac{A}{s-1} \quad \text { for } 2 \leq s \leq 4
$$

Since $(s f(s))^{\prime}=F(s-1)$ for $s>2$, it follows that

$$
s f(s)=2 f(2)+\int_{2}^{s} \frac{A}{t-1} d t=B+A \log (s-1)
$$

for $2 \leq s \leq 4$. Since

$$
s F(s)=A \quad \text { for } 1 \leq s \leq 3
$$

it follows that

$$
\begin{equation*}
s P(s)=A+B+A \log (s-1) \tag{9.41}
\end{equation*}
$$

and

$$
\begin{equation*}
s Q(s)=A-B-A \log (s-1) \tag{9.42}
\end{equation*}
$$

for $2 \leq s \leq 3$. For $s>3$, we have

$$
(s P(s))^{\prime}=(s F(s))^{\prime}+(s f(s))^{\prime}=f(s-1)+F(s-1)=P(s-1)
$$

and so

$$
s P^{\prime}(s)=-P(s)+P(s-1) .
$$

Similarly,

$$
(s Q(s))^{\prime}=(s F(s))^{\prime}-(s f(s))^{\prime}=f(s-1)-F(s-1)=-Q(s-1)
$$

and so

$$
s Q^{\prime}(s)=-Q(s)-Q(s-1)
$$

By Theorem 9.4, we have $F(s)=1+O\left(e^{-s}\right)$ and $f(s)=1+O\left(e^{-s}\right)$, and so $P(s)=2+O\left(e^{-s}\right)$ and $Q(s)=O\left(e^{-s}\right)$. This completes the proof.

The differential-difference equations (9.39) and (9.40) are of the form

$$
\begin{equation*}
s R^{\prime}(s)=-a R(s)-b R(s-1) \tag{9.43}
\end{equation*}
$$

Associated with this equation is the adjoint equation

$$
\begin{equation*}
(s r(s))^{\prime}=a r(s)+b r(s+1) \tag{9.44}
\end{equation*}
$$

To every solution $R(s)$ of equation (9.43) and every solution $r(s)$ of equation (9.44), we associate the function

$$
\langle R(s), r(s)\rangle=s R(s) r(s)-b \int_{s-1}^{s} R(x) r(x+1) d x
$$

for $s \geq 3$. Differentiating with respect to $s$, we obtain

$$
\begin{aligned}
& \frac{d}{d s}\langle R(s), r(s)\rangle \\
& =R(s) r(s)+s R^{\prime}(s) r(s)+s R(s) r^{\prime}(s)-b R(s) r(s+1)+b R(s-1) r(s) \\
& =\left(s R^{\prime}(s)+b R(s-1)\right) r(s)+\left(r(s)+s r^{\prime}(s)-b r(s+1)\right) R(s) \\
& =-a R(s) r(s)+a R(s) r(s) \\
& =0
\end{aligned}
$$

Therefore, $\langle R(s), r(s)\rangle$ is constant for $s \geq 3$.
The equation adjoint to (9.40) is

$$
(s q(s))^{\prime}=q(s)+q(s+1)
$$

or, equivalently,

$$
s q^{\prime}(s)=q(s+1)
$$

This has the solution

$$
q(s)=s-1
$$

Clearly,

$$
q(s) \sim s
$$

as $s$ tends to infinity, and

$$
q(1)=0 .
$$

Since $Q(s)=O\left(e^{-s}\right)$, it follows that

$$
s Q(s) q(s)=O\left(s^{2} e^{-s}\right)=o(1)
$$

and

$$
\int_{s-1}^{s} Q(x) q(x+1) d x=o(1)
$$

Therefore,

$$
\lim _{s \rightarrow \infty}\langle Q(s), q(s)\rangle=0
$$

Since $\langle Q(s), q(s)\rangle$ is constant for $s \geq 3$, it follows that

$$
\langle Q(s), q(s)\rangle=0
$$

for $s \geq 3$. This implies that $B=0$, since $(x Q(x))^{\prime}=-(x-1)^{-1}$ by (9.42), and

$$
\begin{aligned}
0 & =\langle Q(3), q(3)\rangle \\
& =3 Q(3) q(3)-\int_{2}^{3} Q(x) q(x+1) d x \\
& =3 Q(3) q(3)-\int_{2}^{3} x Q(x) q^{\prime}(x) d x \\
& =3 Q(3) q(3)-[x Q(x) q(x)]_{x=2}^{x=3}+\int_{2}^{3}(x Q(x))^{\prime} q(x) d x \\
& =2 Q(2) q(2)-A \int_{2}^{3} \frac{q(x)}{x-1} d x \\
& =(A-B)-A \\
& =B .
\end{aligned}
$$

Similarly, the equation adjoint to (9.39) is

$$
(s p(s))^{\prime}=p(s)-p(s+1)
$$

or, equivalently,

$$
\begin{equation*}
s p^{\prime}(s)=-p(s+1) \tag{9.45}
\end{equation*}
$$

For $s>0$, we introduce the function

$$
\begin{equation*}
p(s)=\int_{0}^{\infty} \exp (-s x-I(x)) d x \tag{9.46}
\end{equation*}
$$

where

$$
I(x)=\int_{0}^{x}\left(1-e^{-t}\right) t^{-1} d t
$$

Since

$$
0<\frac{1-e^{-t}}{t}<1 \quad \text { for } t>0
$$

we have

$$
0<I(x)<x \quad \text { for } x>0
$$

and so

$$
\exp (-(s+1) x)<\exp (-s x-I(x))<\exp (-s x)
$$

Therefore, the integral converges for all $s>0$, and

$$
\frac{1}{s+1}=\int_{0}^{\infty} \exp (-(s+1) x) d x<p(s)<\int_{0}^{\infty} \exp (-s x) d x=\frac{1}{s}
$$

It follows that

$$
s p(s) \sim 1
$$

as $s$ tends to infinity. Using integration by parts and the observation that

$$
x I^{\prime}(x)=1-e^{-x}
$$

we obtain

$$
\begin{aligned}
s p^{\prime}(s) & =-\int_{0}^{\infty} s x \exp (-s x-I(x)) d x \\
& =\int_{0}^{\infty}\left(\frac{d}{d x} \exp (-s x)\right) x \exp (-I(x)) d x \\
& =[x \exp (-s x-I(x))]_{x=0}^{\infty}-\int_{0}^{\infty} \exp (-s x)\left(\frac{d}{d x} x \exp (-I(x))\right) d x \\
& =-\int_{0}^{\infty} \exp (-s x)\left(1-x I^{\prime}(x)\right) \exp (-I(x)) d x \\
& =-\int_{0}^{\infty} \exp (-s x) \exp (-x) \exp (-I(x)) d x \\
& =-\int_{0}^{\infty} \exp (-(s+1) x-I(x)) d x \\
& =-p(s+1) .
\end{aligned}
$$

This proves that $p(s)$ is a solution to the adjoint equation (9.45) for all $s>0$.
We shall prove that

$$
p(1)=e^{\gamma}
$$

We need the following integral representation for Euler's constant:

$$
\begin{equation*}
\gamma=\int_{0}^{1}\left(1-e^{-t}\right) t^{-1} d t-\int_{1}^{\infty} e^{-t} t^{-1} d t \tag{9.47}
\end{equation*}
$$

(see Exercise 16 and Gradshteyn and Ryzhik [42, page 956]). Then

$$
\begin{aligned}
I(x) & =\int_{0}^{x}\left(1-e^{-t}\right) t^{-1} d t \\
& =\int_{0}^{1}\left(1-e^{-t}\right) t^{-1} d t+\int_{1}^{x}\left(1-e^{-t}\right) t^{-1} d t \\
& =\int_{0}^{1}\left(1-e^{-t}\right) t^{-1} d t-\int_{1}^{x} e^{-t} t^{-1} d t+\log x \\
& =\int_{0}^{1}\left(1-e^{-t}\right) t^{-1} d t-\int_{1}^{\infty} e^{-t} t^{-1} d t+\int_{x}^{\infty} e^{-t} t^{-1} d t+\log x \\
& =\gamma+\int_{x}^{\infty} e^{-t} t^{-1} d t+\log x
\end{aligned}
$$

It follows that

$$
\begin{aligned}
-s p^{\prime}(s) & =\int_{0}^{\infty} s x \exp (-s x-I(x)) d x \\
& =e^{-\gamma} \int_{0}^{\infty} s \exp \left(-s x-\int_{x}^{\infty} e^{-t} t^{-1} d t\right) d x \\
& =e^{-\gamma} \int_{0}^{\infty} \exp \left(-u-\int_{u / s}^{\infty} e^{-t} t^{-1} d t\right) d u
\end{aligned}
$$

For $u>0$, we have

$$
\lim _{s \rightarrow 0^{+}} \int_{u / s}^{\infty} e^{-t} t^{-1} d t=0
$$

and so

$$
\begin{aligned}
p(1) & =\lim _{s \rightarrow 0^{+}} p(s+1) \\
& =-\lim _{s \rightarrow 0^{+}} s p^{\prime}(s) \\
& =e^{-\gamma} \lim _{s \rightarrow 0^{+}} \int_{0}^{\infty} \exp \left(-u-\int_{u / s}^{\infty} e^{-t} t^{-1} d t\right) d u \\
& =e^{-\gamma} \int_{0}^{\infty} \lim _{s \rightarrow 0^{+}} \exp \left(-u-\int_{u / s}^{\infty} e^{-t} t^{-1} d t\right) d u \\
& =e^{-\gamma} \int_{0}^{\infty} \exp (-u) d u \\
& =e^{-\gamma} .
\end{aligned}
$$

Since $P(s)=2+O\left(e^{-s}\right)$ and $s p(s) \sim 1$, it follows that

$$
\lim _{s \rightarrow \infty}\langle P(s), p(s)\rangle=\lim _{s \rightarrow \infty}\left(s P(s) p(s)+\int_{s-1}^{s} P(x) p(x+1) d x\right)=2
$$

Since $\langle P(s), p(s)\rangle$ is constant for $s \geq 3$, it follows that

$$
\langle P(s), p(s)\rangle=2
$$

for all $s \geq 3$. Letting $B=0$ in (9.41), we have

$$
s P(s)=A+A \log (s-1)
$$

and

$$
(s P(s))^{\prime}=\frac{A}{s-1}
$$

for $2 \leq s \leq 3$. Therefore, $2 P(2)=A$ and

$$
\begin{aligned}
2 & =\langle P(3), p(3)\rangle \\
& =3 P(3) p(3)+\int_{2}^{3} P(x) p(x+1) d x \\
& =3 P(3) p(3)-\int_{2}^{3} x P(x) p^{\prime}(x) d x \\
& =3 P(3) p(3)-[x P(x) p(x)]_{x=2}^{x=3}+\int_{2}^{3}(x P(x))^{\prime} p(x) d x \\
& =2 P(2) p(2)+A \int_{2}^{3} \frac{p(x)}{x-1} d x \\
& =A p(2)+A \int_{2}^{3} \frac{p(x)}{x-1} d x \\
& =A p(2)-A \int_{2}^{3} p^{\prime}(x-1) d x \\
& =A p(2)-A p(2)+A p(1) \\
& =A e^{-\gamma} .
\end{aligned}
$$

This proves that

$$
A=2 e^{\gamma}
$$

We can now determine the initial values of $F(s)$ and $f(s)$.
Theorem 9.8

$$
F(s)=\frac{2 e^{\gamma}}{s} \quad \text { for } 1 \leq s \leq 3
$$

and

$$
f(s)=\frac{2 e^{\gamma} \log (s-1)}{s} \quad \text { for } 2 \leq s \leq 4
$$

where $\gamma$ is Euler's constant.
Proof. Let $2 \leq s \leq 3$, and let $A=2 e^{\gamma}$ and $B=0$ in (9.41) and (9.42). Then

$$
s P(s)=2 e^{\gamma}+2 e^{\gamma} \log (s-1)
$$

and

$$
s Q(s)=2 e^{\gamma}-2 e^{\gamma} \log (s-1)
$$

Therefore,

$$
s F(s)=\frac{s P(s)+s Q(s)}{2}=2 e^{\gamma} .
$$

By Lemma 9.9, $s F(s)$ is constant for $1 \leq s \leq 3$ and so

$$
s F(s)=2 e^{\gamma} \quad \text { for } 1 \leq s \leq 3 \text {. }
$$

By Lemma 9.10, we have $(s f(s))^{\prime}=F(s-1)$ for $s>2$ and so

$$
s f(s)=2 f(2)+\int_{2}^{s} F(t-1) d t=\int_{2}^{s} \frac{2 e^{\gamma}}{t-1} d t=2 e^{\gamma} \log (s-1)
$$

for $2 \leq s \leq 4$. This completes the proof.

### 9.6 Notes

The material in this chapter is based on unpublished lecture notes of Henryk Iwaniec[68]. See Jurkat and Richert [69] for the original proof of Theorem 9.7. Standard references on sieve methods are the monographs of Halberstam and Richert [44] and Motohashi [87].

### 9.7 Exercises

1. Let $P$ be the product of the primes up to $\sqrt{x}$. Prove Legendre's formula

$$
\begin{aligned}
& \pi(x)-\pi(\sqrt{x})+1 \\
& =[x]-\sum_{p_{1} \leq \sqrt{x}}\left[\frac{x}{p_{1}}\right]+\sum_{p_{2}<p_{1} \leq \sqrt{x}}\left[\frac{x}{p_{1} p_{2}}\right]-\sum_{p_{3}<p_{2}<p_{1} \leq \sqrt{x}}\left[\frac{x}{p_{1} p_{2} p_{3}}\right]+\cdots \\
& =\sum_{d \mid P} \mu(d)\left[\frac{x}{d}\right]
\end{aligned}
$$

2. Let $P$ be the product of the primes up to $\sqrt{x}$. Prove Sylvester's formula

$$
\sum_{\sqrt{x}<p \leq x} p+1=\frac{1}{2} \sum_{d \mid P} \mu(d)\left[\frac{x}{d}\right]\left(\left[\frac{x}{d}\right]+1\right) .
$$

3. Let $A_{1}=\left\{a_{1}(n)\right\}$ and $A_{2}=\left\{a_{2}(n)\right\}$ be arithmetic functions such that $a_{1}(n) \leq$ $a_{2}(n)$ for all $n \geq 1$. Prove that

$$
S\left(A_{1}, \mathcal{P}, z\right) \leq S\left(A_{2}, \mathcal{P}, z\right)
$$

4. Let $A_{\ell}=\left\{a_{\ell}(n)\right\}$ be a nonnegative arithmetic function for $\ell=1, \ldots, k$, and let $A=\{a(n)\}$ be the arithmetic function defined by $a(n)=a_{1}(n)+\cdots+a_{k}(n)$ for all $n$. Prove that

$$
S(A, \mathcal{P}, z)=\sum_{\ell=1}^{k} S\left(A_{\ell}, \mathcal{P}, z\right)
$$

5. Let $2 \leq w<z$. Prove Buchstab's identity:

$$
S(A, \mathcal{P}, z)=S(A, \mathcal{P}, w)-\sum_{w \leq p<:} S\left(A_{p}, \mathcal{P}, p\right)
$$

In particular,

$$
S(A, \mathcal{P}, z)=|A|-\sum_{p<z} S\left(A_{p}, \mathcal{P}, p\right)
$$

6. By iterating the Buchstab identity, prove that, for $z_{1} \leq z$,

$$
\left.\begin{array}{rl}
S(A, \mathcal{P}, z) \leq & |A|
\end{array}\right) \sum_{p_{1}<z_{1}}\left|A_{p_{1}}\right|+\sum_{p_{2}<p_{1}<z_{1}}\left|A_{p_{1} p_{2} \mid}\right|
$$

7. Let $\mathcal{P}$ be a set of primes, and let $\lambda^{ \pm}(d)$ be upper and lower bound sieves with sieving range $\mathcal{P}$ and support level $D$. Let $\mathcal{P}_{1}$ be a subset of $\mathcal{P}$. We define functions $\lambda_{1}^{ \pm}(d)$ by $\lambda_{1}^{ \pm}(d)=\lambda^{ \pm}(d)$ if $d$ is divisible only by primes in $\mathcal{P}_{1}$, and $\lambda_{1}^{ \pm}(d)=0$ otherwise. Prove that $\lambda_{1}^{ \pm}(d)$ are upper and lower bound sieves with sieving range $\mathcal{P}_{1}$ and support level $D$.
8. Let $h(s)$ be the function defined by 9.23 . Prove that

$$
h(s-1)<4 h(s) \quad \text { for } s \geq 2
$$

9. Use the recurrence relation

$$
s f_{2}(s)=\int_{s}^{\infty} f_{1}(t-1) d t
$$

to prove that

$$
s f_{2}(s)=s-3 \log (s-1)+3 \log 3-4
$$

for $2 \leq s \leq 4$.
10. Prove that

$$
f(x)=x \log \frac{9 x}{9 x-1} \leq \log \frac{9}{8}
$$

for $x \geq 1$. Hint: Show that the function $f(x)$ is decreasing for $x \geq 1$.
11. Let $Q(s)$ be a continuous function on the interval [1,2]. Prove that there exists a unique continuous function $Q(s)$ defined for all $s \geq 1$ that satisfies this initial condition and that is a solution of the differential-difference equation

$$
s Q^{\prime}(s)=-Q(s)-Q(s-1)
$$

for all $s>2$. Hint: For $2<s \leq 3$, we must have

$$
s Q(s)=-\int_{2}^{s} Q(x-1) d x+2 Q(2)
$$

Similarly, for $3<s \leq 4$, we must have

$$
s Q(s)=-\int_{3}^{s} Q(x-1) d x+3 Q(3)
$$

The proof proceeds by induction.
12. Let $Q(s)$ be the function defined in Lemma 9.11. Prove that

$$
s(s-1) Q(s)=\int_{s-1}^{s} x Q(x) d x
$$

for all $s \geq 3$. Prove that

$$
0<s Q(s) \ll s^{-s} .
$$

13. Let $\mathcal{P}_{1}$ and $\mathcal{P}_{2}$ be disjoint sets of prime numbers, and let $f_{1}$ and $f_{2}$ be arithmetic functions such that $f_{1}(d) \neq 0$ only if $d$ is a product of primes belonging to $\mathcal{P}_{1}$ and $f_{2}(d) \neq 0$ only if $d$ is a product of primes belonging to $\mathcal{P}_{2}$. Let $f=f_{1} * f_{2}$. Prove that

$$
1 * f=\left(1 * f_{1}\right)\left(1 * f_{2}\right)
$$

14. Let $\lambda_{1}^{+}(d)$ and $\lambda_{2}^{+}(d)$ be upper bound sieves with support levels $D_{1}$ and $D_{2}$, respectively, and with disjoint sieving ranges $\mathcal{P}_{1}$ and $\mathcal{P}_{2}$. Let $\lambda^{+}+(d)$ be the convolution of $\lambda_{1}^{+}(d)$ and $\lambda_{2}^{+}(d)$, that is,

$$
\lambda^{+}(d)=\lambda_{1}^{+} * \lambda_{2}^{+}(d)=\sum_{d=d_{1} d_{2}} \lambda_{1}^{+}\left(d_{1}\right) \lambda_{2}^{+}\left(d_{2}\right) .
$$

Prove that $\lambda^{+}$is an upper bound sieve with support level $D=D_{1} D_{2}$ and sieving range $\mathcal{P}_{1} \cup \mathcal{P}_{2}$.
15. Let $\lambda_{1}^{+}(d)$ and $\lambda_{2}^{+}(d)$ be upper bound sieves with support levels $D_{1}$ and $D_{2}$, respectively, and with disjoint sieving ranges $\mathcal{P}_{1}$ and $\mathcal{P}_{2}$, and let $\lambda_{1}^{-}(d)$ and $\lambda_{2}^{-}(d)$ be lower bound sieves with support levels $D_{1}$ and $D_{2}$, respectively, and with disjoint sieving ranges $\mathcal{P}_{1}$ and $\mathcal{P}_{2}$. Prove that

$$
\lambda^{-}(d)=\lambda_{1}^{1} * \lambda_{2}^{+}(d)-\lambda_{1}^{+} * \lambda_{2}^{+}(d)+\lambda_{1}^{+} * \lambda_{2}^{-}(d)
$$

Prove that $\lambda^{-}$is a lower bound sieve with support level $D=D_{1} D_{2}$ and sieving range $\mathcal{P}_{1} \cup \mathcal{P}_{2}$.
9. The linear sieve
16. In the theory of the Gamma function, it is proved that

$$
-\gamma=\Gamma^{\prime}(1)=\int_{0}^{\infty} e^{-x} \log x d x
$$

From this formula, use integration by parts to obtain (9.47):

$$
\gamma=\int_{0}^{1}\left(1-e^{-t}\right) t^{-1} d t-\int_{1}^{\infty} e^{-t} t^{-1} d t
$$

## 10

## Chen's theorem

Is it even true that every even $n$ is the sum of 2 primes? To show this seems to transcend our present mathematical powers.... The prime numbers remain very elusive fellows.

> H. Weyl [142]

### 10.1 Primes and almost primes

In this chapter, we shall prove one of the most famous results in additive prime number theory: Chen's theorem that every sufficiently large even integer can be written as the sum of an odd prime and a number that is either prime or the product of two primes. An integer that is the product of at most $r$ not necessarily distinct prime numbers is called an almost prime of order $r$, denoted $P_{r}$, and so Chen's theorem can be written in the form

$$
N=p+P_{2}
$$

for every sufficiently large even integer $N$. We shall prove not only that every large even integer $N$ has at least one representation as the sum of a prime and an almost prime of order two but that there are, in fact, many such representations.

Theorem 10.1 (Chen) Let $r(N)$ denote the number of representations of $N$ in the form

$$
N=p+n
$$

where $p$ is an odd prime and $n$ is the product of at most two primes. Then

$$
\begin{equation*}
r(N) \gg \mathbb{S}(N) \frac{2 N}{(\log N)^{2}} \tag{10.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathfrak{S}(N)=\prod_{p>2}\left(1-\frac{1}{(p-1)^{2}}\right) \prod_{\substack{p \mid N \\ p>2}} \frac{p-1}{p-2} . \tag{10.2}
\end{equation*}
$$

The number $\mathfrak{S}(N)$ is called the singular series for the Goldbach conjecture.
The proof has two ingredients. The first is the Jurkat-Richert theorem (Theorem 9.7), which gives upper and lower bounds for the linear sieve. The second is the Bombieri-Vinogradov theorem, which describes the average distribution of prime numbers in arithmetic progressions. Throughout this chapter, $p$ and $q$ denote prime numbers.

### 10.2 Weights

Let $N$ be an even integer, $N \geq 4^{8}$. We begin by assigning a weight $w(n)$ to every positive integer $n$. Let

$$
\begin{equation*}
z=N^{1 / 8} \tag{10.3}
\end{equation*}
$$

and

$$
\begin{equation*}
y=N^{1 / 3} \tag{10.4}
\end{equation*}
$$

Then $z \geq 4$. We define

$$
\begin{equation*}
w(n)=1-\frac{1}{2} \sum_{\substack{\leq \leq q<1 \\ \rho^{*}>n}} k-\frac{1}{2} \sum_{\substack{p_{1} p_{2} p_{3}, n \\ \leq P_{1}, \leq \leq \leq m_{n} \leq p_{3}}} 1 . \tag{10.5}
\end{equation*}
$$

Clearly,

$$
w(n) \leq 1
$$

for all $n$, and $w(n)=1$ if and only if $n$ is divisible by no prime in the interval $[z, y)$.
Let $\mathcal{P}$ be the set of prime numbers that do not divide $N$. Then $2 \notin \mathcal{P}$ since $N$ is even. Let

$$
P(z)=\prod_{\substack{p \in p \\ p<:}} p .
$$

Let $n$ be a positive integer such that

$$
n<N \quad \text { and } \quad(n, N)=(n, P(z))=1
$$

Then $n$ is divisible only by primes $p \geq z$ that do not divide $N$. If $n=p_{1} p_{2} \ldots$ $p_{r} p_{r+1} \cdots p_{r+s}$, where

$$
z \leq p_{1} \leq \cdots \leq p_{r}<y \leq p_{r+1} \leq \cdots \leq p_{r+5}
$$

then

$$
N^{s / 3}=y^{s} \leq p_{r+1} \cdots p_{r+s} \leq n<N
$$

and so $s=0,1$, or 2 . Suppose that $w(n)>0$. Since

$$
\frac{1}{2} \sum_{\substack{4,4 \mid n \\: \leq 4 \cdots}} k=\frac{r}{2}
$$

it follows that $r=0$ or 1 . If $r=1$ and $s=2$, then $n=p_{1} p_{2} p_{3}$, where $z \leq p_{1}<$ $y \leq p_{2} \leq p_{3}$, and so $w(n)=0$. Therefore, if $w(n)>0$, then either $r=0$ and $s=0,1$, or 2 , or $r=1$ and $s=0$ or 1 . In all of these cases, $r+s \leq 2$. Therefore, if $(n, N)=(n, P(z))=1$ and $w(n)>0$, then either $n=1$ or $n$ is an integer of the form $p_{1}$ or $p_{1} p_{2}$, where $p_{1}$ and $p_{2}$ are primes $\geq z$ that do not divide $N$.

Consider the set

$$
\begin{equation*}
\mathcal{A}=\{N-p: p \leq N, p \in \mathcal{P}\} \tag{10.6}
\end{equation*}
$$

Then $\mathcal{A}$ is a finite set of positive integers, and $|\mathcal{A}|=\pi(N)-\omega(N)$, where $\omega(N)$ denotes the number of distinct prime divisors of $N$. If $n=N-p \in \mathcal{A}$ and if $(n, N)>1$, then $p$ divides $N$ and so $p \notin \mathcal{P}$, which is absurd. Therefore, ( $n, N$ ) $=1$ for all $n \in \mathcal{A}$. We obtain a lower bound for $r(N)$ as follows.

$$
\begin{aligned}
& \geq \sum_{\substack{n+1 \\
n \in 11 . p 1 ; 1, p: p, r \geq \geq 1}} 1 \\
& =\sum_{\substack{n_{i}+d_{1} \\
n \in \in 1 \\
r_{1} r_{1}, r_{1} r_{2}, r_{1}, r_{2} \geq 1}} 1
\end{aligned}
$$

We shall express these three sums as sieving functions. If we let $A=\left\{\left.a(n)\right|_{n=1} ^{\lambda}\right.$ be the characteristic function of the finite set $\mathcal{A}$, then the first sum becomes simply

$$
\sum_{\substack{n \in \mathcal{A} \\(n, f(i)-1}} 1=\sum_{(n, P(:)=1} a(n)=S(A, \mathcal{P}, z)
$$

We divide the second sum into two pieces:

The first piece can be expressed as a sieving function as follows: For every prime $q$, let $A_{q}=\left\{a_{q}(n)\right\}_{n=1}^{\infty}$ be the arithmetic function defined by

$$
a_{q}(n)= \begin{cases}1 & \text { if } n \in \mathcal{A} \text { and } q \mid n \\ 0 & \text { otherwise }\end{cases}
$$

Since $(n, N)=1$ for all $n \in \mathcal{A}$, we have $q \in \mathcal{P}$ if $a_{q}(n)=1$, and

$$
\begin{aligned}
\sum_{\substack{n \in \mathcal{A} \\
(n, P:(1)-1}} \sum_{\substack{i \leq q-1 \\
y: n}} 1 & =\sum_{z \leq q<y} \sum_{(n, p(z))-1} a_{q}(n) \\
& =\sum_{z \leq q<y} S\left(A_{q}, \mathcal{P}, z\right) .
\end{aligned}
$$

It is easy to estimate the second piece. Since $z=N^{1 / 8} \geq 4$ and

$$
\sum_{k=2}^{\infty} \frac{k-1}{q^{k}}=\frac{1}{(q-1)^{2}}
$$

we have

$$
\begin{aligned}
& \leq \sum_{i \leq q<y} \sum_{k=2}^{\infty} \sum_{\substack{k \leq N \\
q^{2}+1}}(k-1) \\
& <N \sum_{: \leq q<y} \sum_{k=2}^{\infty} \frac{k-1}{q^{k}} \\
& =N \sum_{: \leq q<} \frac{1}{(q-1)^{2}} \\
& <\frac{N}{z-2} \\
& \leq \frac{2 N}{z} \\
& =2 N^{7 / 8} \text {. }
\end{aligned}
$$

For the third sum, we let $\mathcal{B}$ be the set of all positive integers of the form

$$
N-p_{1} p_{2} p_{3}
$$

where the primes $p_{1}, p_{2}, p_{3}$ satisfy the conditions

$$
\begin{gathered}
z \leq p_{1}<y \leq p_{2} \leq p_{3} \\
p_{1} p_{2} p_{3}<N \\
\left(p_{1} p_{2} p_{3}, N\right)=1
\end{gathered}
$$

Let $B=\{b(n)\}_{n=1}^{\infty}$ be the characteristic function of the finite set $\mathcal{B}$. An element of $\mathcal{B}$ is a prime $p$ if and only if $p<N$ and $N-p=p_{1} p_{2} p_{3} \in \mathcal{A}$, where $z \leq p_{1}<y \leq p_{2} \leq p_{3}$. Therefore,

$$
\begin{aligned}
& -\sum_{p \in \mathcal{B}} 1=\sum_{\substack{p \in B \\
p<j}} 1+\sum_{\substack{p \in B \\
p \geq y}} 1 \\
& <y+\sum_{\substack{p e B \\
p \geq y}} 1 \\
& \leq y+\sum_{\substack{n \in B \\
(n, f(1))=1}} 1 \\
& =y+\sum_{(n, P(y))-1} b(n) \\
& =N^{1 / 3}+S(B, \mathcal{P}, y) \text {. }
\end{aligned}
$$

We now have a lower bound for $r(N)$ in terms of sieving functions.

## Theorem 10.2

$$
r(N)>S(A, \mathcal{P}, z)-\frac{1}{2} \sum_{z \leq q<y} S\left(A_{q}, \mathcal{P}, z\right)-\frac{1}{2} S(B, \mathcal{P}, y)-2 N^{7 / 8}-N^{1 / 3}
$$

We shall obtain a lower bound for $S(A, \mathcal{P}, z)$ and upper bounds for $\sum_{q} S\left(A_{q}, \mathcal{P}\right.$, $z)$ and $S(B, \mathcal{P}, y)$.

### 10.3 Prolegomena to sleving

In applying the linear sieve to estimate the three sieving functions, we choose the multiplicative function

$$
g(d)=g_{n}(d)=\frac{1}{\varphi(d)}
$$

for all $n \geq 1$. Since $N$ is even, we have $2 \notin \mathcal{P}$ and

$$
0<g(p)=\frac{1}{p-1}<1 \quad \text { for all } p \in \mathcal{P}
$$

so the functions $g(d)$ satisfy (9.33). To establish inequality (9.34), we apply Theorem 6.9, which says that there exists a number $u_{1}(\varepsilon)$ such that

$$
\prod_{u \leq p<z}\left(1-\frac{1}{p}\right)^{-1}<(1+\varepsilon / 3) \frac{\log z}{\log u}
$$

for any $u_{1}(\varepsilon) \leq u<z$. Also, there exists $u_{2}(\varepsilon)$ such that

$$
\prod_{p \geq u_{2}(\varepsilon)} \frac{(p-1)^{2}}{p(p-2)}=\prod_{p \geq u_{2}(\varepsilon)}\left(1+\frac{1}{p(p-2)}\right)<1+\frac{\varepsilon}{3}
$$

since the infinite product converges. Therefore, for

$$
u \geq u_{0}(\varepsilon)=\max \left(u_{1}(\varepsilon), u_{2}(\varepsilon)\right)
$$

we have

$$
\begin{aligned}
\prod_{u \leq p<z}(1-g(p))^{-1} & =\prod_{u \leq p<z}\left(1-\frac{1}{p-1}\right)^{-1} \\
& =\prod_{u \leq p<z} \frac{(p-1)^{2}}{p(p-2)} \prod_{u \leq p<z}\left(1-\frac{1}{p}\right)^{-1} \\
& <(1+\varepsilon / 3)^{2} \frac{\log z}{\log u} \\
& <(1+\varepsilon) \frac{\log z}{\log u}
\end{aligned}
$$

Let $\mathcal{Q}(\varepsilon)$ be the set of all primes $p<u_{0}(\varepsilon)$, and let $\mathcal{Q}=\mathcal{P} \cap \mathcal{Q}(\varepsilon)$. This gives (9.34). Let $Q(\varepsilon)$ be the product of the primes in $\mathcal{Q}(\varepsilon)$, and let $Q$ be the product of the primes in $\mathcal{Q}$. Then $Q(\varepsilon)$ depends only on $\varepsilon$, not on $N$, and so

$$
\begin{equation*}
Q \leq Q(\varepsilon)<\log N \tag{10.7}
\end{equation*}
$$

for all sufficiently large integers $N$.
Theorem 10.3 Let $N$ be an even positive integer, and let

$$
\begin{equation*}
V(z)=\prod_{p \mid P(z)}(1-g(p))=\prod_{\substack{p ; z \\ 1 p, j-1}}\left(1-\frac{1}{p-1}\right) \tag{10.8}
\end{equation*}
$$

Then

$$
V(z)=\mathfrak{S}(N) \frac{e^{-\gamma}}{\log z}\left(1+O\left(\frac{1}{\log N}\right)\right)
$$

where

$$
\mathfrak{S}(N)=\prod_{p>2}\left(1-\frac{1}{(p-1)^{2}}\right) \prod_{\substack{p \mid N \\ p>2}} \frac{p-1}{p-2} .
$$

Proof. Let

$$
W(z)=\prod_{2<p<z}\left(1-\frac{1}{p-1}\right) .
$$

Then

$$
\begin{aligned}
\frac{V(z)}{W(z)} & =\prod_{\substack{2<p<=\\
p \mid N}}\left(1-\frac{1}{p-1}\right)^{-1} \\
& =\prod_{\substack{p>2 \\
p>N}}\left(1-\frac{1}{p-1}\right)^{-1} \prod_{\substack{p \geq \geq \\
p \mid N}}\left(1-\frac{1}{p-1}\right) \\
& =\prod_{\substack{p>2 \\
p \mid N}} \frac{p-1}{p-2} \prod_{\substack{p \geq \geq \\
p i N}}\left(1-\frac{1}{p-1}\right) .
\end{aligned}
$$

Since $1-x>e^{-2 x}$ for $0<x<(\log 2) / 2$ and $1-x<e^{-x}$ for all $x$, we have

$$
\begin{aligned}
\prod_{\substack{p \geq 土 \\
p \mid N}}\left(1-\frac{1}{p-1}\right) & >\prod_{\substack{p \geq \geq \\
p i N}} \exp \left(-\frac{2}{p-1}\right) \\
& =\exp \left(-2 \sum_{\substack{p \geq \geq \\
p \mid N}} \frac{1}{p-1}\right) \\
& \geq \exp \left(\frac{-2 \omega(N)}{z-1}\right) \\
& >\exp \left(\frac{-8 \log N}{z}\right) \\
& =\exp \left(\frac{-8 \log N}{N^{1 / 8}}\right) \\
& >1-\frac{8 \log N}{N^{1 / 8}}
\end{aligned}
$$

Thus,

$$
\frac{V(z)}{W(z)}=\prod_{\substack{p>2 \\ p i N}} \frac{p-1}{p-2}\left(1+O\left(\frac{\log N}{N^{1 / 8}}\right)\right) .
$$

To estimate $W(z)$, we see that

$$
W(z) \prod_{p<i}\left(1-\frac{1}{p}\right)^{-1}=\prod_{2<p<i}\left(1-\frac{1}{p-1}\right) \prod_{p<z}\left(1-\frac{1}{p}\right)^{-1}
$$

$$
\begin{aligned}
& =2 \prod_{2<p<i} \frac{p(p-2)}{(p-1)^{2}} \\
& =2 \prod_{2<p<i}\left(1-\frac{1}{(p-1)^{2}}\right) \\
& =2 \prod_{p>2}\left(1-\frac{1}{(p-1)^{2}}\right) \prod_{p \geq:}\left(1+\frac{1}{p(p-2)}\right) .
\end{aligned}
$$

Since $1+x<e^{x}<1+2 x$ for $0<x<\log 2$, it follows that

$$
\begin{aligned}
\prod_{p \geq:}\left(1+\frac{1}{p(p-2)}\right) & <\exp \left(\sum_{p \geq:} \frac{1}{p(p-2)}\right) \\
& <\exp \left(\sum_{n \geq:} \frac{1}{n(n-2)}\right) \\
& \leq \exp \left(\frac{1}{2(z-2)}\right) \\
& \leq \exp \left(\frac{1}{z}\right) \\
& <1+\frac{2}{z} .
\end{aligned}
$$

By Mertens's formula (Theorem 6.8), we obtain

$$
\begin{aligned}
W(z) & =2 \prod_{p>2}\left(1-\frac{1}{(p-1)^{2}}\right)\left(1+O\left(\frac{1}{z}\right)\right) \prod_{p<z}\left(1-\frac{1}{p}\right) \\
& =2 \prod_{p>2}\left(1-\frac{1}{(p-1)^{2}}\right)\left(1+O\left(\frac{1}{z}\right)\right) \frac{e^{-\gamma}}{\log z}\left(1+O\left(\frac{1}{\log z}\right)\right) \\
& =2 \prod_{p>2}\left(1-\frac{1}{(p-1)^{2}}\right) \frac{e^{-\gamma}}{\log z}\left(1+O\left(\frac{1}{\log N}\right)\right) .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
V(z) & =\frac{V(z)}{W(z)} W(z) \\
& =\prod_{\substack{p>2 \\
p, N}} \frac{p-1}{p-2} \prod_{p>2}\left(1-\frac{1}{(p-1)^{2}}\right) \frac{e^{-\gamma}}{\log z}\left(1+O\left(\frac{1}{\log N}\right)\right) \\
& =\mathrm{S}(N) \frac{e^{-\gamma}}{\log z}\left(1+O\left(\frac{1}{\log N}\right)\right)
\end{aligned}
$$

### 10.4 A lower bound for $S(A, \mathcal{P}, z)$

## Theorem 10.4

$$
S(A, \mathcal{P}, z)>\left(\frac{e^{\gamma} \log 3}{2}+O(\varepsilon)\right) \frac{N V(z)}{\log N}
$$

Proof. We shall apply the linear sieve and results about the distribution of prime numbers in arithmetic progressions to obtain a lower bound for the sieving function $S(A, \mathcal{P}, z)$. We use the prime number theorem in the form

$$
\pi(N)=\frac{N}{\log N}\left(1+O\left(\frac{1}{\log N}\right)\right)
$$

Then

$$
\begin{aligned}
|A| & =\sum_{\substack{p<N \\
(p, N \sim 1}} 1 \\
& =\pi(N)-\omega(N) \\
& =\pi(N)+O(\log N) \\
& =\frac{N}{\log N}\left(1+O\left(\frac{1}{\log N}\right)\right) .
\end{aligned}
$$

In the Jurkat-Richert theorem, the main term in the lower bound (9.36) is $f(s) X$, where

$$
X=V(z)|A|=V(z) \frac{N}{\log N}\left(1+O\left(\frac{1}{\log N}\right)\right)
$$

and $V(z)$ is defined by (10.8).
The remainder term in the Jurkat-Richert theorem is

$$
R=\sum_{\substack{d<\infty D \\ d: P(:)}}|r(d)|
$$

where

$$
\begin{equation*}
r(d)=\left|A_{d}\right|-\sum_{n} a(n) g(d)=\left|A_{d}\right|-\frac{|A|}{\varphi(d)} \tag{10.9}
\end{equation*}
$$

We want to obtain

$$
R \ll \frac{N}{(\log N)^{3}}
$$

with $D=D(N)$ as large as possible. We want $D$ large because the function $f(s)$ in the lower bound of the Jurkat-Richert theorem is an increasing function of $s=\log D / \log z$ for $2 \leq s \leq 4$. We have

$$
\left|A_{d}\right|=\sum_{\substack{n=1 \\ d i n}}^{\infty} a(n)
$$

$$
\begin{aligned}
& =\sum_{\substack{N-p \in \mathcal{1} \\
N-p m 0 \\
\text { (nool d) }}}^{\infty} 1 \\
& =\sum_{\substack{\rho \in \mathcal{P} \\
p \in N \leq N \\
p=N \\
\min a)}} 1 \\
& =\sum_{\substack{p \leq N \\
p=N^{p}(\bmod d)}} 1+O(\omega(N)) \\
& =\pi(N ; d, N)+O(\log N) \text {, }
\end{aligned}
$$

where the term $\omega(N)$ appears when we include the primes that divide $N$. Therefore,

$$
\begin{aligned}
r(d) & =\left|A_{d}\right|-\frac{|A|}{\varphi(d)} \\
& =\pi(N ; d, N)-\frac{\pi(N)}{\varphi(d)}+O(\log N) \\
& =\delta(N ; d, N)+O(\log N),
\end{aligned}
$$

where

$$
\delta(x ; d, a)=\pi(x ; d, a)-\frac{\pi(x)}{\varphi(d)}
$$

for $x \geq 2, d \geq 1$, and $(d, a)=1$. There are two important results that provide estimates for $\delta(x ; d, a)$. The Siegel-Walfisz theorem states that

$$
\delta(x ; d, a) \ll \frac{x}{(\log x)^{A}}
$$

for any positive number $A$, where the implied constant depends only on $A$. This result is useful if the modulus $d$ is not too large, say, $d \ll(\log x)^{A}$. The BombieriVinogradov theorem tells us about the average distribution of primes in congruence classes over a large set of moduli. It states that, for every $A>0$, there exists a positive number $B(A)$ such that

$$
\sum_{d<D(A)} \max _{(d . a)=1}|\delta(x ; d, a)| \ll \frac{x}{(\log x)^{A}}
$$

for

$$
D(A)=\frac{x^{1 / 2}}{(\log x)^{B(A)}},
$$

where the implied constant depends only on $A$.
We shall apply the Bombieri-Vinogradov theorem with $x=a=N$ and $A=3$. Let

$$
D=\frac{D(3)}{\log N}=\frac{N^{1 / 2}}{(\log N)^{B(3)+1}} .
$$

Then $D \geq z^{2}=N^{1 / 4}$. Since $Q \leq Q(\varepsilon)<\log N$ for $N \geq N(\varepsilon)$, we have

$$
Q D<\frac{N^{1 / 2}}{(\log N)^{B(3)}}=D(3)
$$

and

$$
Q D \log N<\frac{N^{1 / 2}}{(\log N)^{B(3)-1}} \ll \frac{N}{(\log N)^{3}}
$$

for $N$ sufficiently large. Therefore,

$$
\begin{aligned}
R & =\sum_{\substack{d<Q D \\
d \mid P(: B)}}|r(d)| \\
& \leq \sum_{\substack{d<Q D \\
d d, N \neq 1}}|r(d)| \\
& \leq \sum_{\substack{d<Q D \\
d d, N \neq 1}}|\delta(N ; d, N)|+Q D \log N \\
& \ll \sum_{\substack{d<D(3) \\
d d . N \neq 1}}|\delta(N ; d, N)|+\frac{N}{(\log N)^{3}} \\
& <\frac{N}{(\log N)^{3}} .
\end{aligned}
$$

Now we apply the Jurkat-Richert theorem (Theorem 9.7) with $z=N^{1 / 8}$ and $N$ sufficiently large. We have

$$
s=\frac{\log D}{\log z}=4-\frac{8(B(3)-1)) \log \log N}{\log N} \in[3,4]
$$

and so

$$
f(s)=\frac{2 e^{\gamma} \log (s-1)}{s}=\frac{e^{\gamma} \log 3}{2}+O\left(\frac{\log \log N}{\log N}\right)=\frac{e^{\gamma} \log 3}{2}+O(\varepsilon)
$$

Therefore,

$$
\begin{aligned}
S(A, \mathcal{P}, z) & >\left(f(s)-\varepsilon e^{14-s}\right) X-R \\
& >\left(f(s)-\varepsilon e^{\prime 1}\right) V(z) \frac{N}{\log N}\left(1+O\left(\frac{1}{\log N}\right)\right)+O\left(\frac{N}{(\log N)^{3}}\right) \\
& >\left(\frac{e^{\gamma} \log 3}{2}+O(\varepsilon)\right) \frac{N V(z)}{\log N}
\end{aligned}
$$

### 10.5 An upper bound for $S\left(A_{q}, \mathcal{P}, z\right)$

Theorem 10.5

$$
\sum_{z \leq q<y} S\left(A_{q}, \mathcal{P}, z\right)<\left(\frac{e^{\gamma} \log 6}{2}+O(\varepsilon)\right) \frac{N V(z)}{\log N}
$$

Proof. We shall apply the Jurkat-Richert theorem again to get an upper bound for $S\left(A_{q}, \mathcal{P}, z\right)$, where $q$ is a prime number such that $z \leq q<y$. If $n=N-p \in \mathcal{A}$ and $q$ divides both $n$ and $N$, then $q=p$, which is impossible since the prime $p$ does not divide $N$. Therefore, $\left|A_{q}\right|=0$ if $q$ divides $N$, so we can assume that $(q, N)=1$.

Again we choose $g(d)=g_{n}(d)=1 / \varphi(d)$ for all $n$, so inequalities (9.33) and (9.34) are satisfied. The error term $r_{q}(d)$ is defined by

$$
r_{q}(d)=\left|\left(A_{q}\right)_{d}\right|-\frac{\left|A_{q}\right|}{\varphi(d)}
$$

Let $d$ divide $P(z)$. Since $d$ is a product of primes strictly less than $z$, it follows that $(q, d)=1$ for every prime number $q \geq z$, and so

$$
\left|\left(A_{q}\right)_{d}\right|=\sum_{\substack{q|n \\ d| n}} a(n)=\sum_{q d \mid n} a(n)=\left|A_{q d}\right| .
$$

Then

$$
\begin{aligned}
r_{q}(d) & =\left|A_{q d}\right|-\frac{\left|A_{q}\right|}{\varphi(d)} \\
& =\left|A_{q d}\right|-\frac{|A|}{\varphi(q d)}+\frac{|A|}{\varphi(q d)}-\frac{\left|A_{q}\right|}{\varphi(d)} \\
& =r(q d)-\frac{r(q)}{\varphi(d)}
\end{aligned}
$$

where $r(q d)$ and $r(q)$ are error terms of the form (10.9). Let

$$
D=\frac{D(4)}{\log N}=\frac{N^{1 / 2}}{(\log N)^{B(4)+1}}
$$

and

$$
D_{q}=\frac{D}{q}
$$

Then $D_{q} \geq D / z \geq z$. The remainder term for $S\left(A_{q}, \mathcal{P}, z\right)$ is

$$
R_{q}=\sum_{\substack{d<Q D_{q} \\ d \mid P(z)}}\left|r_{q}(d)\right| \leq \sum_{\substack{d<Q D_{q} \\ d P(z)}}|r(q d)|+r(q) \sum_{\substack{d<Q D_{q} \\ d \mid P(z)}} \frac{1}{\varphi(d)} .
$$

From Theorem 9.7, we have the upper bound

$$
S\left(A_{q}, \mathcal{P}, z\right)<\left(F\left(s_{q}\right)+\varepsilon e^{14-s_{q}}\right)\left|A_{q}\right| V(z)+R_{q}
$$

where

$$
s_{q}=\frac{\log D_{q}}{\log z}
$$

We do not estimate the main term and the remainder term for individual primes $q$. Instead, summing over $z \leq q<y$, we obtain

$$
\sum_{\substack{i \leq q<1 \\ i, k>1}} S\left(A_{q}, \mathcal{P}, z\right)<\sum_{\substack{i \leq q<1 \\ i(v, N \sim 1}}\left(F\left(s_{q}\right)+\varepsilon e^{14}\right)\left|A_{q}\right| V(z)+R^{\prime}
$$

where

$$
\begin{aligned}
& R^{\prime}=\sum_{\substack{i \leq \leq q=1 \\
i q \\
(q, x)=1}} R_{q}
\end{aligned}
$$

and $Q D<D(4)$. Applying the Bombieri-Vinogradov theorem as in the previous section, we obtain

$$
\begin{aligned}
\sum_{\substack{d^{\prime}<Q D \\
d^{\prime}, N \sim 1}}\left|r\left(d^{\prime}\right)\right| & \leq \sum_{\substack{d^{\prime}<D Q \\
1 d^{\prime}, N \sim-1}}\left|\delta\left(N ; d^{\prime}, N\right)\right|+\sum_{\substack{d^{\prime}<D Q \\
d^{\prime}, N \sim 1}} O(\log N) \\
& \ll \frac{N}{(\log N)^{4}} .
\end{aligned}
$$

Since $y=N^{1 / 3}<D \leq Q D$ for sufficiently large $N$, we also have

$$
\sum_{\substack{i \leq q<1 \\(q, i>-1}}|r(q)| \ll \frac{N}{(\log N)^{4}}
$$

By Theorem A.17,

$$
\sum_{d<N} \frac{1}{\varphi(d)} \ll \log N
$$

and so

$$
R^{\prime} \ll \frac{N}{(\log N)^{3}}
$$

Next, we estimate the main term. We have

$$
s_{q}=\frac{\log D / q}{\log z}=\frac{8 \log \left(N^{1 / 2} / q\right)}{\log N}-\frac{8(B(4)+1) \log \log N}{\log N} .
$$

Since $N^{1 / 8}=z \leq q<y=N^{1 / 3}$, it follows that

$$
\begin{equation*}
\frac{4}{3}<\frac{8 \log \left(N^{1 / 2} / q\right)}{\log N} \leq 3 \tag{10.10}
\end{equation*}
$$

and so $1 \leq s_{q} \leq 3$. By Theorem 9.8, $F(s)=2 e^{\gamma} / s$ for $1 \leq s \leq 3$. Therefore,

$$
F\left(s_{q}\right)=\frac{2 e^{\gamma}}{s_{q}}=\frac{e^{\gamma} \log N}{4 \log \left(N^{1 / 2} / q\right)}+O\left(\frac{\log \log N}{\log N}\right)
$$

and so

$$
\begin{equation*}
F\left(s_{q}\right)+\varepsilon e^{14}=\frac{e^{\gamma} \log N}{4 \log \left(N^{1 / 2} / q\right)}+O(\varepsilon) \tag{10.11}
\end{equation*}
$$

Also,

$$
\begin{aligned}
\left|A_{q}\right| & =\pi(N ; q, N)+O(\log N) \\
& =\frac{\pi(N)}{\varphi(q)}+\delta(N ; q, N)+O(\log N) \\
& =\frac{N}{\varphi(q) \log N}\left(1+O\left(\frac{1}{\log N}\right)\right)+\delta(N ; q, N)
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
& \sum_{\substack{i \leq q<1 \\
i q . N \sim 1}}\left(F\left(s_{q}\right)+\varepsilon e^{14}\right)\left|A_{q}\right| \\
& =\sum_{\substack{i \leq q-i \\
(q, N \rightarrow-1}}\left(\frac{e^{\gamma} \log N}{4 \log \left(N^{1 / 2} / q\right)}+O(\varepsilon)\right) \frac{N}{\varphi(q) \log N}\left(1+O\left(\frac{1}{\log N}\right)\right) \\
& +\sum_{\substack{i \leq q<1 \\
i q, N>1}}\left(F\left(s_{q}\right)+\varepsilon e^{14}\right) \delta(N ; q, N) \\
& =\frac{e^{\gamma} N}{4} \sum_{\substack{i \leq q \ll \\
i(Q) N-1}} \frac{1}{\varphi(q) \log \left(N^{1 / 2} / q\right)} \\
& +O\left(\frac{N}{\log N}\right) \sum_{\substack{i \leq q,(q) y=1}} \frac{1}{\varphi(q) \log \left(N^{1 / 2} / q\right)} \\
& +O\left(\frac{\varepsilon N}{\log N}\right) \sum_{\substack{i \leq q, \backslash \\
(q, ., N-1}} \frac{1}{\varphi(q)}+O\left(\sum_{\substack{i \leq q, i \\
(q, N ; 1}} \delta(N ; q, N)\right) .
\end{aligned}
$$

It is not difficult to evaluate these terms. By the Bombieri-Vinogradov theorem again, we have

$$
\sum_{\substack{i \leq g<1 \\ i q, i j+1}} \delta(N ; q, N)=O\left(\frac{N}{(\log N)^{3}}\right)
$$

By Theorem 6.7, we have

$$
\sum_{\substack{i \leq q \ll \\ i q, N-1}} \frac{1}{\varphi(q)}=\sum_{\substack{\leq \leq \leq \ll \\ q \in \mathcal{P}}} \frac{1}{q-1}
$$

$$
\begin{aligned}
& \ll \sum_{\substack{\leq \leq \leq \lll<\\
\epsilon \in \mathcal{P}}} \frac{1}{q} \\
& =\log \log y-\log \log z+O\left(\frac{1}{\log z}\right) \\
& =\log (8 / 3)+O\left(\frac{1}{\log z}\right) \\
& =O(1) .
\end{aligned}
$$

Using this estimate and inequality (10.10), we have

$$
\begin{aligned}
\frac{N}{\log N} \sum_{\substack{i \leq v<1 \\
i v . \gg 1}} \frac{1}{\varphi(q) \log \left(N^{1 / 2} / q\right)} & =\frac{N}{(\log N)^{2}} \sum_{\substack{i \leq q \ll \\
(q, N)-1}} \frac{\log N}{\varphi(q) \log \left(N^{1 / 2} / q\right)} \\
& \ll \frac{N}{(\log N)^{2}} \sum_{\substack{i \leq v<1 \\
i q, N \neq 1}} \frac{1}{\varphi(q)} \\
& \ll \frac{N}{(\log N)^{2}} .
\end{aligned}
$$

Therefore,

$$
\sum_{\substack{\leq \leq \leq i \\ i \leq \gamma,-1}}\left(F\left(s_{q}\right)+\varepsilon e^{14}\right)\left|A_{q}\right|=\frac{e^{\gamma} N}{4} \sum_{\substack{i \leq q,>\\ i q, N)=1}} \frac{1}{\varphi(q) \log \left(N^{1 / 2} / q\right)}+O\left(\frac{\varepsilon N}{\log N}\right) .
$$

We note that

$$
\frac{1}{\varphi(q)}=\frac{1}{q-1}=\frac{1}{q}+O\left(\frac{1}{q^{2}}\right)
$$

and

$$
\begin{aligned}
N \sum_{\substack{i \leq y<1 \\
(q, i>1}} \frac{1}{q^{2} \log \left(N^{1 / 2} / q\right)} & \leq N \sum_{i \leq q<y} \frac{1}{q^{2} \log N^{1 / 2} / y} \\
& =\frac{6 N}{\log N} \sum_{i \leq q<y} \frac{1}{q^{2}} \\
& \ll \frac{N}{z \log N} \\
& =\frac{N^{7 / 8}}{\log N}
\end{aligned}
$$

Let

$$
S(t)=\sum_{q<t} \frac{1}{q}=\log \log t+B+O\left(\frac{1}{\log t}\right)
$$

and

$$
f(t)=\frac{1}{\log \left(N^{1 / 2} / t\right)}
$$

The functions $S(t)$ and $f(t)$ are increasing. We shall estimate the sum

$$
\sum_{: \leq q<y} \frac{1}{q \log \left(N^{1 / 2} / q\right)}
$$

by using integration by parts twice in Riemann-Stieltjes integrals. We have

$$
\begin{aligned}
\sum_{z \leq q<y} \frac{1}{q \log \left(N^{1 / 2} / q\right)}= & \int_{z}^{y} \frac{d S(t)}{\log \left(N^{1 / 2} / t\right)}=\int_{z}^{y} f(t) d S(t) \\
= & f(y) S(y)-f(z) S(z)-\int_{z}^{y} S(t) d f(t) \\
= & f(y)(\log \log y+B)-f(z)(\log \log z+B) \\
& -\int_{z}^{y}(\log \log t+B) d f(t) \\
& +O\left(\frac{f(y)}{\log z}\right)+O\left(\int_{z}^{y} \frac{d f(t)}{\log t}\right) \\
= & \int_{z}^{y} f(t) d \log \log t+O\left(\frac{1}{(\log N)^{2}}\right)
\end{aligned}
$$

We compute the integral explicitly by making the change of variable $t=N^{\alpha}$. Then

$$
\begin{aligned}
\int_{z}^{y} f(t) d \log \log t & =\int_{z}^{y} \frac{d t}{t \log t \log \left(N^{1 / 2} / t\right)} \\
& =\frac{1}{\log N} \int_{1 / 8}^{1 / 3} \frac{d \alpha}{\alpha((1 / 2)-\alpha)} \\
& =\frac{2 \log 6}{\log N} .
\end{aligned}
$$

Therefore,

$$
\sum_{\substack{i \leq g<v \\ i q, v r-1}}\left(F\left(s_{q}\right)+\varepsilon e^{14}\right)\left|A_{q}\right|=\left(\frac{e^{\gamma} \log 6}{2}+O(\varepsilon)\right) \frac{N}{\log N}
$$

and so

$$
\sum_{: \leq q<y} S\left(A_{q}, \mathcal{P}, z\right)<\left(\frac{e^{\gamma} \log 6}{2}+O(\varepsilon)\right) \frac{N V(z)}{\log N}
$$

### 10.6 An upper bound for $S(B, \mathcal{P}, y)$

Theorem 10.6

$$
S(B, \mathcal{P}, y)<\left(\frac{c e^{\gamma}}{2}+O(\varepsilon)\right) \frac{N V(z)}{\log N}+O\left(\frac{\varepsilon^{-1} N}{(\log N)^{3}}\right)
$$

Proof. Recall that

$$
\mathcal{B}=\left\{N-p_{1} p_{2} p_{3}: z \leq p_{1}<y \leq p_{2} \leq p_{3}, p_{1} p_{2} p_{3}<N,\left(p_{1} p_{2} p_{3}, N\right)=1\right\}
$$

Before estimating the sieving function $S(B, \mathcal{P}, y)$, we shall drop the requirement that $\left(p_{1}, N\right)=1$ and relax the condition that $p_{1} p_{2} p_{3}<N$ so that the numbers $p_{1}$ and $p_{2} p_{3}$ range over intervals independent of each other. This will produce a "bilinear form" in $p_{1}$ and $p_{2} p_{3}$. We shall let the prime $p_{1}$ vary over pairwise disjoint intervals

$$
\ell \leq p_{1}<(1+\varepsilon) \ell
$$

where $\ell$ is a number of the form

$$
\ell=z(1+\varepsilon)^{k}
$$

such that $z \leq \ell<y$. Then

$$
\begin{equation*}
0 \leq k \leq \frac{\log (y / z)}{\log (1+\varepsilon)} \ll \frac{\log N}{\varepsilon} \tag{10.12}
\end{equation*}
$$

Let

$$
\begin{align*}
\mathcal{B}^{(\ell)}= & \left\{N-p_{1} p_{2} p_{3}: z \leq p_{1}<y \leq p_{2} \leq p_{3},\right. \\
& \left.\ell \leq p_{1}<(1+\varepsilon) \ell, \ell p_{2} p_{3}<N,\left(p_{2} p_{3}, N\right)=1\right\} \tag{10.13}
\end{align*}
$$

and

$$
\tilde{\mathcal{B}}=\bigcup_{\ell} \mathcal{B}^{(\ell)} .
$$

Then

$$
\begin{equation*}
\mathcal{B} \subseteq \tilde{\mathcal{B}} \subseteq\left\{N-p_{1} p_{2} p_{3}: z \leq p_{1}<y \leq p_{2} \leq p_{3}, p_{1} p_{2} p_{3}<(1+\varepsilon) N\right\} \tag{10.14}
\end{equation*}
$$

Let $b(n), b^{(\ell)}(n)$, and $\tilde{b}(n)$ be the characteristic functions of the sets $\mathcal{B}, \mathcal{B}^{(\ell)}$, and $\tilde{\mathcal{B}}$, respectively. Since the sets $\mathcal{B}^{(\ell)}$ are pairwise disjoint, we have

$$
|\tilde{B}|=\sum_{i}\left|B^{(\ell)}\right|
$$

and

$$
S(B, \mathcal{P}, y) \leq S(\tilde{B}, \mathcal{P}, y)=\sum_{\ell} S\left(B^{(\ell)}, \mathcal{P}, y\right)
$$

We shall estimate the sieving function $S\left(B^{(\ell)}, \mathcal{P}, y\right)$ by using Theorem 9.7 with the functions

$$
g(d)=g_{n}(d)=\frac{1}{\varphi(d)}
$$

for all $n \geq 1$, and with support level

$$
D=\frac{N^{1 / 2}}{(\log N)^{A}}
$$

Then
and the error term $r_{d}^{(\ell)}$ is defined by

$$
\left|B_{d}^{(\ell)}\right|=\frac{\left|B^{(\ell)}\right|}{\varphi(d)}+r_{d}^{(\ell)}
$$

In the next section, we shall prove that

$$
\begin{equation*}
R^{(\ell)}=\sum_{\substack{d<D \\ d i P(y)}}\left|r_{d}^{(\ell)}\right| \ll \frac{N}{(\log N)^{4}} . \tag{10.15}
\end{equation*}
$$

With this estimate for the remainder, Theorem 9.7 gives the upper bound

$$
S\left(B^{(\ell)}, \mathcal{P}, y\right)<\left(F(s)+\varepsilon e^{14}\right)\left|B^{(\ell)}\right| V(y)+O\left(\frac{N}{(\log N)^{4}}\right)
$$

where

$$
s=\frac{\log D}{\log y}=\frac{3}{2}+O\left(\frac{\log \log N}{\log N}\right) \in[1,3]
$$

and so, by Theorem 9.8,

$$
F(s)=\frac{4 e^{\gamma}}{3}+O\left(\frac{\log \log N}{\log N}\right)
$$

It follows from (10.3) that

$$
\frac{V(y)}{V(z)}=\frac{\log z}{\log y}\left(1+O\left(\frac{1}{\log N}\right)\right)=\frac{3}{8}+O\left(\frac{1}{\log N}\right)
$$

This gives

$$
\begin{aligned}
& S\left(B^{(\ell)}, \mathcal{P}, y\right) \\
& <\left(\frac{4 e^{\gamma}}{3}+O(\varepsilon)\right)\left(\frac{3}{8}+O\left(\frac{1}{\log N}\right)\right)\left|B^{(\ell)}\right| V(z)+O\left(\frac{N}{(\log N)^{4}}\right) \\
& <\left(\frac{e^{\gamma}}{2}+O(\varepsilon)\right)\left|B^{(\ell)}\right| V(z)+O\left(\frac{N}{(\log N)^{4}}\right)
\end{aligned}
$$

Summing over the sets $\mathcal{B}^{(\ell)}$, we obtain

$$
S(B, \mathcal{P}, y) \leq \sum_{\ell} S\left(B^{(\ell)}, \mathcal{P}, y\right)<\left(\frac{e^{\gamma}}{2}+O(\varepsilon)\right)|\tilde{B}| V(z)+O\left(\frac{\varepsilon^{\prime} N}{\log N)^{2}}\right)
$$

since the number of sets $\mathcal{B}^{(\ell)}$ is $O\left(\varepsilon^{-1} \log N\right)$ by $(10.12)$.

Next, we estimate $|\tilde{B}|$. By the prime number theorem,

$$
\pi\left(\frac{(1+\varepsilon) N}{p_{1} p_{2}}\right)<\frac{(1+2 \varepsilon) N}{p_{1} p_{2} \log \left(N / p_{1} p_{2}\right)}
$$

for $N \geq N(\varepsilon)$. If $p_{1} \leq p_{2} \leq p_{3}$, and $p_{1} p_{2} p_{3}<(1+\varepsilon) N$, then $p_{1} p_{2}^{2}<(1+\varepsilon) N$ and

$$
p_{3}<\frac{(1+\varepsilon) N}{p_{1} p_{2}}
$$

It follows from (10.14) that

$$
\begin{aligned}
|\tilde{B}| & \leq \sum_{\substack{\leq \leq p_{1}, x \leq \leq p_{2} \leq p_{1} \\
1, p_{2} p_{3}<1+1+N}} 1 \\
& \leq \sum_{\substack{\leq \leq p_{1}<\leq p_{2} \\
p_{1} p_{2}^{2} \times(1+1, N}} \pi\left(\frac{(1+\varepsilon) N}{p_{1} p_{2}}\right) \\
& <(1+2 \varepsilon) N \sum_{i \leq p_{1}<y} \frac{1}{p_{1}} \sum_{y \leq p_{2}<\left((1+\varepsilon) N / p_{1}\right)^{1 / 2}} \frac{1}{p_{2} \log \left(N / p_{1} p_{2}\right)} .
\end{aligned}
$$

To estimate the inner sum, we introduce the functions

$$
h(t)=\frac{1}{\log \left(N / p_{1} t\right)}
$$

and

$$
H(u)=\int_{y}^{(N / u)^{1 / 2}} \frac{1}{\log (N / u t)} d \log \log t
$$

The function $h(t)$ is positive and increasing for $0<t<N_{1} / p_{1}$. Since $y=N^{1 / 3}$, we have $(N / y)^{1 / 2}=y$ and so $H(y)=0$. Since $z=N^{1 / 8}$, we have, with the change of variable $t=N^{\alpha}$,

$$
\begin{aligned}
H(z) & =\int_{N^{1 / 3}}^{N^{7: 16}} \frac{1}{\log \left(N^{7 / 8} / t\right)} d \log \log t \\
& =\frac{1}{\log N} \int_{1 / 3}^{7 / 16} \frac{d \alpha}{(7 / 8)-\alpha} \\
& =O\left(\frac{1}{\log N}\right)
\end{aligned}
$$

Recall that

$$
S(t)=\sum_{p<t} \frac{1}{p}=\log \log t+B+O\left(\frac{1}{\log t}\right)
$$

Applying integration by parts to the inner sum, we obtain

$$
\sum_{y \leq p_{:}<\left((1+\varepsilon) N / p_{1}\right)^{1 ; 2}} \frac{1}{p_{2} \log \left(N / p_{1} p_{2}\right)}
$$

$$
\begin{aligned}
& =\sum_{y \leq p_{2}<\left((1+\varepsilon) N / p_{1}\right)^{1 / 2}} \frac{h\left(p_{2}\right)}{p_{2}} \\
& =\int_{y}^{\left((1+\varepsilon) N / p_{1}\right)^{1 / 2}} h(t) d S(t) \\
& =\int_{y}^{\left((1+\varepsilon) N / p_{1}\right)^{1 / 2}} h(t) d \log \log t+O\left(\frac{h\left(\left((1+\varepsilon) N / p_{1}\right)^{1 / 2}\right)}{\log y}\right) \\
& =\int_{y}^{\left(N / p_{1}\right)^{1 / 2}} \frac{1}{\log \left(N / p_{1} t\right)} d \log \log t \\
& \\
& +\int_{\left(N / p_{1}\right)^{1 / 2}}^{\left((1+\varepsilon) N / p_{1}\right)^{1 / 2}} \frac{1}{\log \left(N / p_{1} t\right)} d \log \log t+O\left(\frac{1}{(\log N)^{2}}\right) \\
& =H\left(p_{1}\right)+O\left(\frac{1}{(\log N)^{2}}\right) .
\end{aligned}
$$

The error term is obtained as follows. First,

$$
\begin{aligned}
\frac{h\left(\left((1+\varepsilon) N / p_{1}\right)^{1 / 2}\right)}{\log y} & =\frac{2}{\log \left(\frac{N}{(1+\varepsilon) p_{i}}\right) \log y} \\
& \leq \frac{2}{\log \left(\frac{N}{(1+\varepsilon) y}\right) \log y} \\
& =\frac{2}{\log \left(\frac{N^{2 / 3}}{(1+\varepsilon)}\right) \log N^{1 / 3}} \\
& \ll \frac{1}{(\log N)^{2}} .
\end{aligned}
$$

Second, with the change of variable $t=\left(N / p_{1}\right)^{1 / 2} s$,

$$
\begin{aligned}
& \int_{\left(N / p_{1}\right)^{1 / 2}}^{\left((1+\varepsilon) N / p_{1}\right)^{1 / 2}} \frac{1}{\log \left(N / p_{1} t\right)} d \log \log t \\
& =\int_{\left(N / p_{1}\right)^{1 / 2}}^{\left((1+\varepsilon) N / p_{1}\right)^{1 / 2}} \frac{1}{t \log t \log \left(N / p_{1} t\right)} d t \\
& =\int_{1}^{(1+\varepsilon)^{1 / 2}} \frac{d s}{s \log \left(\left(N / p_{1}\right)^{1 / 2} s\right) \log \left(\left(N / p_{1}\right)^{1 / 2} s^{-1}\right)} \\
& =\int_{1}^{(1+\varepsilon)^{1 / 2}} \frac{d s}{s\left(\log \left(\left(N / p_{1}\right)^{1 / 2}\right)+\log s\right)\left(\log \left(\left(N / p_{1}\right)^{1 / 2}\right)-\log s\right)} \\
& =\int_{1}^{(1+\varepsilon)^{1 / 2}} \frac{d s}{s\left(\left(\log \left(N / p_{1}\right)^{1 / 2}\right)^{2}-(\log s)^{2}\right)}
\end{aligned}
$$

$$
\begin{aligned}
& \ll \frac{1}{(\log N)^{2}} \int_{1}^{(1+\varepsilon)^{1 / 2}} \frac{d s}{s} \\
& =O\left(\frac{1}{(\log N)^{2}}\right)
\end{aligned}
$$

It follows that the outer sum is

$$
\sum_{z \leq p_{1}<y} \frac{H\left(p_{1}\right)}{p_{1}}+O\left(\sum_{i \leq p_{1}<y} \frac{1}{p_{1}(\log N)^{2}}\right)=\sum_{z \leq p_{1}<y} \frac{H\left(p_{1}\right)}{p_{1}}+O\left(\frac{1}{(\log N)^{2}}\right)
$$

where the error term comes from the fact that

$$
\begin{aligned}
\sum_{z \leq p_{1}<y} \frac{1}{p_{1}} & =\log \log y-\log \log z+O\left((\log z)^{-1}\right) \\
& =\log (8 / 3)+O\left((\log N)^{-1}\right) \\
& =O(1)
\end{aligned}
$$

We calculate the main term, as usual, by integration by parts:

$$
\begin{aligned}
\sum_{: \leq p_{1}<y} \frac{H\left(p_{1}\right)}{p_{1}} & =\int_{z}^{y} H(u) d S(u) \\
& =\int_{z}^{y} H(u) d \log \log u+O\left(\frac{\max (H(z), H(y))}{\log y}\right) \\
& =\int_{z}^{y} H(u) d \log \log u+O\left(\frac{1}{(\log N)^{2}}\right)
\end{aligned}
$$

To evaluate the integral, we make the change of variables $t=N^{\alpha}$ and $u=N^{\beta}$. This gives

$$
\begin{aligned}
\int_{z}^{y} H(u) d \log \log u & =\int_{N^{1 / x}}^{N^{1 / 3}} \int_{N^{1 / 3}}^{(N / u)^{1 / 2}} \frac{1}{\log (N / u t)} d \log \log t d \log \log u \\
& =\frac{1}{\log N} \int_{1 / 8}^{1 / 3} \int_{1 / 3}^{(1-\beta) / 2} \frac{d \alpha d \beta}{\alpha \beta(1-\alpha-\beta)} \\
& =\frac{1}{\log N} \int_{1 / 8}^{1 / 3} \frac{\log (2-3 \beta)}{\beta(1-\beta)} d \beta \\
& =\frac{c}{\log N}
\end{aligned}
$$

where

$$
c=\int_{1 / 8}^{1 / 3} \frac{\log (2-3 \beta)}{\beta(1-\beta)} d \beta=0.363 \ldots
$$

Therefore,

$$
|\tilde{B}|<\frac{(1+O(\varepsilon)) c N}{\log N}+O\left(\frac{N}{(\log N)^{2}}\right)
$$

and

$$
\begin{aligned}
S(B, \mathcal{P}, y) & <\left(\frac{e^{\gamma}}{2}+O(\varepsilon)\right)|\tilde{B}| V(z)+O\left(\frac{\varepsilon^{-1} N}{(\log N)^{3}}\right) \\
& <\left(\frac{c e^{\gamma}}{2}+O(\varepsilon)\right) \frac{N V(z)}{\log N}+O\left(\frac{\varepsilon^{-1} N}{(\log N)^{3}}\right) .
\end{aligned}
$$

### 10.7 A bilinear form inequality

We must still prove inequality (10.15) for the remainder $R^{(\ell)}$. This will be a consequence of the following theorem.

Theorem 10.7 Let $a(n)$ be an arithmetic function such that $|a(n)| \leq 1$ for all $n$. Let $A$ be a positive number, let $X>(\log Y)^{2 A}$, and let

$$
D^{*}=\frac{(X Y)^{1 / 2}}{(\log Y)^{A}}
$$

Then

$$
\begin{align*}
& \sum_{d<D^{\bullet}} \max _{\substack{(a, d)=1}}\left|\sum_{n<X} \sum_{\substack{X \leq p, r \\
n p=0 \\
(m \times N d}} a(n)-\frac{1}{\varphi(d)} \sum_{n<X} \sum_{\substack{\geq \leq \leq \leq r \\
(x p, d,-1}} a(n)\right| \\
& \ll \frac{X Y(\log X Y)^{2}}{(\log Y)^{A}}, \tag{10.16}
\end{align*}
$$

where the implied constant depends only on A.
Proof. Let $(a, d)=1$. By the orthogonality property of Dirichlet characters $\chi$ $(\bmod d)$, we have

$$
\sum_{\chi(\bmod d)} \bar{\chi}(a) \chi(n p)= \begin{cases}\varphi(d) & \text { if } n p \equiv a \quad(\bmod d) \\ 0 & \text { otherwise }\end{cases}
$$

This gives

$$
\begin{aligned}
\sum_{n<X} \sum_{\substack{\left.z \leq p^{-r} \\
n p \operatorname{mad} d\right)}} a(n) & =\sum_{n<X} \sum_{Z \leq p<Y} \frac{a(n)}{\varphi(d)} \sum_{\chi(\bmod d)} \bar{\chi}(a) \chi(n p) \\
& =\frac{1}{\varphi(d)} \sum_{\chi(\bmod d)} \bar{X}(a) \sum_{n<X} a(n) \chi(n) \sum_{Z \leq p<Y} \chi(p) .
\end{aligned}
$$

The contribution of the principal character $\chi_{0}(\bmod d)$ to this sum is

$$
\frac{1}{\varphi(d)} \sum_{n<X} \sum_{\substack{\leq \leq n-r \\(n p . d)-1}} a(n)
$$

It follows that the left side of (10.16) is bounded above by

$$
\sum_{d<D^{.}} \frac{1}{\varphi(d)} \sum_{\substack{\left(m_{0} d_{d} \\ x+x_{0}\right)}}\left|\sum_{n<X} a(n) \chi(n)\right|\left|\sum_{z \leq p<Y} \chi(p)\right| .
$$

Every character $\chi \quad(\bmod d)$ factors uniquely into the product of a primitive character $(\bmod r)$ and the principal character $(\bmod s)$, where $r s=d$. Therefore, the sum can be written in the form

$$
\begin{aligned}
& \leq \sum_{s<D^{\cdot}} \frac{1}{\varphi(s)} \sum_{r<D^{\cdot}} \frac{1}{\varphi(r)} \sum_{\substack{(m \times x)}}^{*}\left|\sum_{\substack{n<x \\
x+\times(0)}} a(n) \chi(n)\right|\left|\sum_{\substack{z \leq p<\gamma \\
(p, 1)<1}} \chi(p)\right|,
\end{aligned}
$$

where $\sum^{*}$ denotes the sum over primitive characters $(\bmod r)$. To obtain the last inequality, we used the fact that the Euler $\varphi$-function satisfies $\varphi(r s) \geq \varphi(r) \varphi(s)$. We can estimate the character sum $\sum_{p<\gamma} \chi(p)$ by means of the Siegel-Walfisz theorem. We have

$$
\begin{aligned}
\sum_{p<Y} \chi(p) & \leq \sum_{a(\bmod r)} \chi(a) \sum_{\substack{p<r \\
p \bmod )}} 1 \\
& =\sum_{a(\bmod r)} \chi(a) \pi(Y ; r, a) \\
& =\sum_{a(\bmod r)} \chi(a)\left(\frac{\pi(Y)}{\varphi(r)}+O\left(\frac{Y}{(\log Y)^{B}}\right)\right) \\
& \ll \frac{r Y}{(\log Y)^{B}}
\end{aligned}
$$

since

$$
\sum_{a}(\bmod r)<0
$$

for every nonprincipal character $\chi$. Since also

$$
\sum_{p<Z} \chi(p) \ll \frac{r Z}{(\log Z)^{B}} \ll \frac{r Y}{(\log Y)^{B}}
$$

it follows by subtraction that

$$
\sum_{Z \leq p<Y} \chi(p) \ll \frac{r Y}{(\log Y)^{B}}
$$

If we add the condition $(p, s)=1$, we remove at $\operatorname{most} \omega(s) \ll \log s \ll \log D^{*}$ terms from the character sum and so

$$
\sum_{\substack{x \leq 0 \times r \\(p, y) 1}} \chi(p) \ll \frac{r Y}{(\log Y)^{B}}+\log D^{*}
$$

Since $|a(n)| \leq 1$, we also have

$$
\left|\sum_{\substack{n<x \\ n x, i n-1}} a(n) \chi(n)\right| \leq X .
$$

Let $D_{0}^{*}$ be "small." The inner sum in (10.17), restricted to $r<D_{0}^{*}$, is

$$
\begin{align*}
& \sum_{r<D^{*}} \frac{1}{\varphi(r)} \sum_{\substack { x \\
\begin{subarray}{c}{\text { mond } \\
x+10{ x  \tag{10.18}\\
\begin{subarray} { c } { \text { mond } \\
x + 1 0 } }\end{subarray}}\left|\sum_{\substack{n<x \\
(n, j)-1}} a(n) \chi(n)\right|\left|\sum_{\substack{X \leq p, r \\
(p, s)-1}} x(p)\right| \\
& \ll \sum_{r<D_{0}^{*}} \frac{r X}{\varphi(r)}\left(\frac{r Y}{(\log Y)^{B}}+\log D^{*}\right) \\
& \ll \frac{D_{0}^{* 3} X Y \log D^{*}}{(\log Y)^{B}} .
\end{align*}
$$

The rest of the inner sum in (10.17) ranges over $D_{0}^{*} \leq r<D^{*}$. We partition this interval into pairwise disjoint subintervals of the form $D_{1}^{*} \leq r<2 D_{1}^{*}$, where $D_{1}^{*}=2^{k} D_{0}^{*}$ and $0 \leq k \ll \log D^{*}$. This produces partial sums of the form

$$
\begin{aligned}
& \leq \frac{1}{D_{1}^{*}} \sum_{\substack{n_{i} \leq r<20_{0}^{0} \\
D_{0} \leq 1,0^{0}}} \sum^{*} \underset{\substack{(\text { mod } \\
x \rightarrow \neq 0}}{ }\left(\left(\frac{r}{\varphi(r)}\right)^{1 / 2}\left|\sum_{\substack{n<x \\
(n, j)-1}} a(n) \chi(n)\right|\right) \\
& \times\left(\left(\frac{r}{\varphi(r)}\right)^{1 / 2}\left|\sum_{\substack{z \leq p, r \\
(p, s,-1}} \chi(p)\right|\right) .
\end{aligned}
$$

By Cauchy's inequality, this sum is bounded above by

$$
\begin{aligned}
& \frac{1}{D_{1}^{*}}\left(\sum_{D_{i}<r<2 D_{i}^{*}} \frac{r}{\varphi(r)} \sum^{*}{ }_{\substack{\left(\operatorname{cosax} 1, x+x_{0}\right.}}\left|\sum_{\substack{n-x \\
(n, 1-1)}} a(n) \chi(n)\right|^{2}\right)^{1 / 2}
\end{aligned}
$$

The large sieve inequality [19, page 160] states that

$$
\sum_{r<R} \frac{r}{\varphi(r)} \sum^{*}{ }_{\substack{\operatorname{cmox} r \\ \chi \times 1 \times 0}}\left|\sum_{n=L+1}^{L+M} a(n) \chi(n)\right|^{2} \ll\left(R^{2}+M\right) \sum_{n=L+1}^{L+M}|a(n)|^{2}
$$

for every arithmetic function $a(n)$. Applying this inequality to each of the factors in the product, and using the condition that $|a(n)| \leq 1$, we obtain

$$
\begin{aligned}
& \ll \frac{1}{D_{1}^{*}}\left(\left(D_{1}^{* 2}+X\right) X\right)^{1 / 2}\left(\left(D_{1}^{* 2}+Y\right) Y\right)^{1 / 2} \\
& =\left(\left(D_{1}^{* 2}+X+Y+\frac{X Y}{D_{1}^{* 2}}\right) X Y\right)^{1 / 2} \\
& \ll\left(D_{1}^{*}+X^{1 / 2}+Y^{1 / 2}+\frac{(X Y)^{1 / 2}}{D_{1}^{*}}\right)(X Y)^{1 / 2} \\
& \ll\left(D^{*}+X^{1 / 2}+Y^{1 / 2}+\frac{(X Y)^{1 / 2}}{D_{0}^{*}}\right)(X Y)^{1 / 2} .
\end{aligned}
$$

Multiplying this by the number of partial sums, which is $O\left(\log D^{*}\right)$, and adding (10.18), we obtain the following upper bound for the left side of (10.16):

$$
\begin{aligned}
& \sum_{d<D^{.}} \frac{1}{\varphi(d)} \sum_{\substack{(\text { mad } d) \\
\chi \neq \neq 0}}\left|\sum_{n<X} a(n) \chi(n)\right|\left|\sum_{Z \leq p<\gamma} \chi(p)\right|
\end{aligned}
$$

$$
\begin{aligned}
& \ll \sum_{s<D^{.}} \frac{1}{\varphi(s)} \frac{D_{0}^{* 3} X Y \log D^{*}}{(\log Y)^{B}} \\
& +\sum_{s<D^{*}} \frac{1}{\varphi(s)}\left(D^{*}+X^{1 / 2}+Y^{1 / 2}+\frac{(X Y)^{1 / 2}}{D_{0}^{*}}\right)(X Y)^{1 / 2} \log D^{*} \\
& \leq \frac{D_{0}^{* 3} X Y\left(\log D^{*}\right)^{2}}{(\log Y)^{B}} \\
& +\left(D^{*}+X^{1 / 2}+Y^{1 / 2}+\frac{(X Y)^{1 / 2}}{D_{0}^{*}}\right)(X Y)^{1 / 2}\left(\log D^{*}\right)^{2} .
\end{aligned}
$$

Note that we picked up a factor $\log D^{*}$ from the estimate (Theorem A.17)

$$
\sum_{s<D^{*}} \frac{1}{\varphi(s)} \ll \log D^{*}
$$

Choose $B=4 A$ and $D_{0}^{*}=(\log Y)^{A}$. Since $X>(\log Y)^{2 A}$ and $Y \gg(\log Y)^{2 A}$, it follows that the left side of (10.16) is

$$
\begin{aligned}
& \ll \frac{X Y\left(\log D^{*}\right)^{2}}{(\log Y)^{A}}+\left(\frac{D^{*}}{(X Y)^{1 / 2}}+\frac{1}{X^{1 / 2}}+\frac{1}{Y^{1 / 2}}+\frac{1}{D_{0}^{*}}\right) X Y\left(\log D^{*}\right)^{2} \\
& \ll\left(\frac{1}{X^{1 / 2}}+\frac{1}{Y^{1 / 2}}+\frac{1}{(\log Y)^{A}}\right) X Y(\log X Y)^{2} \\
& \ll \frac{X Y(\log X Y)^{2}}{(\log Y)^{A}} .
\end{aligned}
$$

This completes the proof.
We can now derive the upper bound (10.15) for the remainder term

$$
R^{(\ell)}=\sum_{\substack{d \in f \\ d \in p(l)}}\left|r_{d}^{(e)}\right|
$$

where $z \leq \ell<y$. From the definition (10.13) of the sets $\mathcal{B}^{\ell}$, we obtain the individual error terms

$$
\begin{aligned}
& r_{d}^{(\ell)}=\left|B_{d}^{(\ell)}\right|-\frac{1}{\varphi(d)}\left|B^{(\ell)}\right|
\end{aligned}
$$

We delete some numbers from the second sum by adding the condition that $\left(p_{1} p_{2} p_{3}, d\right)=1$. This is equivalent to $\left(p_{1}, d\right)=1$, since the condition $\left(p_{2} p_{3}, d\right)=$ 1 already follows from the fact that $d$ divides $P(y)$. This additional condition decreases the second term by at most

Let $a(n)$ be the characteristic function of the set of numbers of the form $n=p_{2} p_{2}$. where $y \leq p_{2} \leq p_{3}$ and $\left(p_{2} p_{3}, N\right)=1$. Then we can write the crror term in the form
where

$$
\begin{aligned}
& X=N / \ell \\
& Y=\min (y,(1+\varepsilon) \ell) \\
& Z=\max (z, \ell) \\
& a=N .
\end{aligned}
$$

Since $\ell<y$, we have

$$
\begin{aligned}
D^{*} & =\frac{(X Y)^{1 / 2}}{(\log Y)^{A}} \\
& \geq \frac{N^{1 / 2} \min \left(y / \ell,(1+\varepsilon)^{1 / 2}\right.}{(\log y)^{A}} \\
& >\frac{N^{1 / 2}}{(\log N)^{A}} \\
& =D .
\end{aligned}
$$

Similarly,

$$
D^{*}<(X Y)^{1 / 2} \leq(N y)^{1 / 2}<N .
$$

By Theorem 10.7,

$$
\begin{aligned}
& R^{(\ell)}=\sum_{\substack{d \in D) \\
d \in P(l)}}\left|r_{d}^{(\ell)}\right| \\
& \leq \sum_{\substack{d<D \\
d \in P(1)}}\left|r_{d}^{(\ell)}\right| \\
& =\sum_{\substack{d<D \\
d \mid P(1)}}\left|\sum_{n<X} \sum_{\substack{x \leq p<r \\
n p=0,1 \\
(\bmod d)}} a(n)-\frac{1}{\varphi(d)} \sum_{n<X} \sum_{\substack{z \leq p, r \\
(n p . d)-1}} a(n)\right| \\
& +\sum_{\substack{d<D^{+} \\
d P(1)}} O\left(\frac{N \log d}{z \varphi(d)}\right) \\
& \ll \frac{X Y(\log X Y)^{2}}{(\log Y)^{A}}+\frac{N \log D^{*}}{z} \sum_{d<D^{.}} \frac{1}{\varphi(d)} \\
& \ll \frac{N}{(\log N)^{A-2}}+N^{7 / 8}\left(\log D^{*}\right)^{2} \\
& \ll \frac{N}{(\log N)^{4}}+N^{7 / 8}(\log )^{2} \\
& \ll \frac{N}{(\log N)^{4}}
\end{aligned}
$$

if we choose $A=6$. This completes the proof.

### 10.8 Conclusion

We can now prove Theorem 10.1.
Proof. It follows from the formula for $V(z)$ in Theorem 10.3 that

$$
\frac{N V(z)}{\log N}=\mathfrak{S}(N) \frac{8 e^{-\gamma} N}{(\log N)^{2}}\left(1+O\left(\frac{1}{\log N}\right)\right)
$$

Theorem 10.2 gives a lower bound for $r(N)$ in terms of three sieving functions. Using the estimates for these sieving functions in Theorems $10.4,10.5$, and 10.6 , we obtain

$$
\begin{aligned}
r(N)> & S(A, \mathcal{P}, z)-\frac{1}{2} \sum_{: \leq q<y} S\left(A_{q}, \mathcal{P}, z\right)-\frac{1}{2} S(B, \mathcal{P}, y)-2 N^{7 / 8}-N^{1 / 3} \\
> & (2 \log 3-\log 6-c-O(\varepsilon)) \frac{e^{\gamma} N V(z)}{4 \log N} \\
& +O\left(\frac{\varepsilon^{-1} N}{(\log N)^{3}}\right)-2 N^{7 / 8}-N^{1 / 3} \\
> & (2 \log 3-\log 6-c-O(\varepsilon)) \mathfrak{S}(N) \frac{2 N}{(\log N)^{2}}\left(1+O\left(\frac{1}{\log N}\right)\right) \\
& +O\left(\frac{\varepsilon^{-1} N}{(\log N)^{3}}\right)-2 N^{7 / 8}-N^{1 / 3}
\end{aligned}
$$

Since

$$
2 \log 3-\log 6-c=0.042 \ldots>0
$$

we can choose $\varepsilon$ such that $0<\varepsilon<1 / 200$ and

$$
2 \log 3-\log 6-c-O(\varepsilon)>0
$$

For this fixed value of $\varepsilon$, we have

$$
O\left(\frac{\varepsilon^{-1} N}{(\log N)^{3}}\right)=O\left(\frac{N}{(\log N)^{3}}\right)
$$

Then

$$
r(N) \gg \subseteq(N) \frac{2 N}{(\log N)^{2}}
$$

This completes the proof of Chen's theorem.

### 10.9 Notes

Chen [10, 11] announced his theorem in 1966 but did not publish the proof until 1973, apparently because of difficulties arising from the Cultural Revolution in China. An account of Chen's original proof appears in Halberstam and Richert's Sieve Methods [44]. The proof in this chapter is based on unpublished notes and lectures of Henryk Iwaniec [67]. The argument uses standard results from multiplicative number theory (Dirichlet characters, the large sieve, and the Siegel-Walfisz and Bombieri-Vinogradov theorems), all of which can be found in Davenport [19]. Other good references for these results are the monographs of Montgomery [83] and Bombieri [3]. For bilinear form inequalities, see Bombieri, Friedlander, and Iwaniec [4].

## Part III

## Appendix

## Arithmetic functions

## A. 1 The ring of arithmetic functions

An arithmetic function is a complex-valued function whose domain is the set of all positive integers. Let $f$ and $g$ be arithmetic functions. The sum $f+g$ is the arithmetic function defined by

$$
(f+g)(n)=f(n)+g(n)
$$

Addition of arithmetic functions is clearly associative and commutative, and every arithmetic function $f$ has an inverse $-f$ defined by $(-f)(n)=-f(n)$.

The Dirichlet convolution of the arithmetic functions $f$ and $g$ is defined by

$$
(f * g)(n)=\sum_{d \mid n} f(d) g(n / d)
$$

It is easy to see that Dirichlet convolution is commutative, that is, $f * g=g * f$, and distributes over addition in the following way:

$$
f *(g+h)=f * g+f * h
$$

The following theorem shows that Dirichlet convolution is also associative.
Theorem A. 1 If $f, g$, and $h$ are arithmetic functions, then

$$
f *(g * h)=(f * g) * h
$$

Proof. For any $n \geq 1$,

$$
\begin{aligned}
((f * g) * h)(n) & =\sum_{d \mid n}(f * g)(d) h\left(\frac{n}{d}\right) \\
& =\sum_{d m=n}(f * g)(d) h(m) \\
& =\sum_{d m=n} \sum_{k \ell=d} f(k) g(\ell) h(m) \\
& =\sum_{k \in m=n} f(k) g(\ell) h(m) \\
& =\sum_{k \mid n} f(k) \sum_{\ell m=n / k} g(\ell) h(m) \\
& =\sum_{k \mid n} f(k) \sum_{\ell \mid(n / k)} g(\ell) h\left(\frac{n}{k \ell}\right) \\
& =\sum_{k \mid n} f(k)(g * h)\left(\frac{n}{k}\right) \\
& =(f *(g * h))(n) .
\end{aligned}
$$

This completes the proof.
We define the arithmetic function $\delta(n)$ by

$$
\delta(n)= \begin{cases}1 & \text { if } n=1 \\ 0 & \text { if } n \geq 2\end{cases}
$$

Then for any arithmetic function $f$ we have

$$
(f * \delta)(n)=\sum_{d \mid n} f(d) \delta\left(\frac{n}{d}\right)=f(n)
$$

and so the set of complex-valued arithmetic functions forms a commutative ring with identity element $\delta(n)$. This ring is an integral domain (Exercise 3).

The product $f \cdot g$ of the arithmetic functions $f$ and $g$ is defined by

$$
(f \cdot g)(n)=f(n) g(n)
$$

Let $L$ be the arithmetic function $L(n)=\log n$. Multiplication by $L$ is a derivation on the ring of arithmetic functions, that is,

$$
L \cdot(f * g)=(L \cdot f) * g+f *(L \cdot g)
$$

(Exercise 11).

## A. 2 Sums and integrals

In number theory, we often need to establish asymptotic formulas or at least good estimates for sums of the form

$$
M_{f}(x)=\sum_{n \leq x} f(n)
$$

where $f(n)$ is an arithmetic function. It is sometimes possible to estimate these "mean values" by integrals.

Theorem A. 2 Let $a$ and $b$ be integers with $a<b$, and let $f(t)$ be a monotonic function on the interval $[a, b]$. Then

$$
\min (f(a), f(b)) \leq \sum_{k=a}^{b} f(k)-\int_{a}^{b} f(t) d t \leq \max (f(a), f(b))
$$

Proof. If $f(t)$ is increasing on $[a, b]$, then

$$
f(k) \leq \int_{k}^{k+1} f(t) d t
$$

for $k=a, a+1, \ldots, b-1$, and

$$
f(k) \geq \int_{k-1}^{k} f(t) d t
$$

for $k=a+1, \ldots, b$. It follows that

$$
\sum_{k=a}^{b} f(k)=\sum_{k=a}^{b-1} f(k)+f(b) \leq \int_{a}^{b} f(t) d t+f(b)
$$

and

$$
\sum_{k=a}^{b} f(k)=\sum_{k=a+1}^{b-1} f(k)+f(a) \geq \int_{a}^{b} f(t) d t+f(a)
$$

Thus,

$$
f(a) \leq \sum_{k=a}^{b} f(k)-\int_{a}^{b} f(t) d t \leq f(b)
$$

Similarly, if $f(t)$ is decreasing, then

$$
f(b) \leq \sum_{k=a}^{b} f(k)-\int_{a}^{b} f(t) d t \leq f(a)
$$

This completes the proof.
From this result, we get a useful estimate for $n!$.

Theorem A. 3 For any positive integer $n$, we have

$$
e\left(\frac{n}{e}\right)^{n} \leq n!\leq e n\left(\frac{n}{e}\right)^{n} .
$$

Proof. Since the function $f(t)=\log t$ is increasing on the interval [1, $n$ ], it follows from Theorem A. 2 that

$$
\log n!=\sum_{k=1}^{n} \log n \leq \int_{1}^{n} \log t d t+\log n=n \log n-n+1+\log n
$$

and

$$
\log n!\geq \int_{1}^{n} \log t d t=n \log n-n+1
$$

The result follows from exponentiating these two inequalities.
Partial summation is another simple and powerful tool for computing sums in analysis and number theory.

Theorem A. 4 (Partial summation) Let $u(n)$ and $f(n)$ be arithmetic functions. Define the sum function

$$
U(t)=\sum_{n \leq t} u(n)
$$

Let $a$ and $b$ be nonnegative integers with $a<b$. Then

$$
\sum_{n=a+1}^{b} u(n) f(n)=U(b) f(b)-U(a) f(a+1)-\sum_{n=a+1}^{b-1} U(n)(f(n+1)-f(n)) .
$$

Let $x$ and $y$ be real numbers such that $0 \leq y<x$. If $f(t)$ is a function with a continuous derivative on the interval $[y, x]$, then

$$
\sum_{y<n \leq x} u(n) f(n)=U(x) f(x)-U(y) f(y)-\int_{y}^{x} U(t) f^{\prime}(t) d t
$$

In particular, if $f(t)$ has a continuous derivative on $[1, x]$, then

$$
\sum_{n \leq x} u(n) f(n)=U(x) f(x)-\int_{1}^{x} U(t) f^{\prime}(t) d t
$$

Proof. This is a straightforward calculation.

$$
\begin{aligned}
& \sum_{n=a+1}^{b} u(n) f(n) \\
& =\sum_{n=a+1}^{b}(U(n)-U(n-1)) f(n) \\
& =\sum_{n=a+1}^{b} U(n) f(n)-\sum_{n=a}^{b-1} U(n) f(n+1) \\
& =U(b) f(b)-U(a) f(a+1)-\sum_{n=a+1}^{b-1} U(n)(f(n+1)-f(n))
\end{aligned}
$$

If the function $f(t)$ is continuously differentiable on $[y, x]$, then

$$
f(n+1)-f(n)=\int_{n}^{n+1} f^{\prime}(t) d t
$$

and

$$
U(n)(f(n+1)-f(n))=\int_{n}^{n+1} U(t) f^{\prime}(t) d t
$$

Let $a=[y]$ and $b=[x]$. Then

$$
\begin{aligned}
& \sum_{y<n \leq x} u(n) f(n) \\
= & \sum_{n=a+1}^{b} u(n) f(n) \\
= & U(b) f(b)-U(a) f(a+1)-\sum_{n=a+1}^{b-1} U(n)(f(n+1)-f(n)) \\
= & U(x) f(b)-U(y) f(a+1)-\sum_{n=a+1}^{b-1} \int_{n}^{n+1} U(t) f^{\prime}(t) d t \\
= & U(x) f(x)-U(y) f(y)-U(x)(f(x)-f(b))-U(y)(f(a+1)-f(y)) \\
& -\int_{a+1}^{b} U(t) f^{\prime}(t) d t \\
= & U(x) f(x)-U(y) f(y)-\int_{y}^{x} U(t) f^{\prime}(t) d t
\end{aligned}
$$

If $f(t)$ is continuously differentiable on $[1, x]$, then

$$
\begin{aligned}
\sum_{n \leq x} u(n) f(n) & =u(1) f(1)+\sum_{1<n \leq x} u(n) f(n) \\
& =u(1) f(1)+U(x) f(x)-U(1) f(1)-\int_{1}^{x} U(t) f^{\prime}(t) d t \\
& =U(x) f(x)-\int_{1}^{x} U(t) f^{\prime}(t) d t
\end{aligned}
$$

This completes the proof.
Here is an application of partial summation. Recall that every real number $x$ can be written in the form

$$
x=[x]+\{x\}
$$

where $[x]$ is the integer part of $x$ and $\{x\}$ is the fractional part of $x$.
Theorem A. 5 Let

$$
\gamma=1-\int_{1}^{\infty} \frac{\{t\}}{t^{2}} d t
$$

Then $0<\gamma<1$ and

$$
\sum_{n \leq x} \frac{1}{n}=\log x+\gamma+O\left(\frac{1}{x}\right)
$$

The real number $\gamma$ is called Euler's constant .
Proof. Since $0 \leq\{t\}<1$ for all $t$, we have

$$
0<\int_{1}^{\infty} \frac{\{t\}}{t^{2}} d t<\int_{1}^{\infty} \frac{1}{t^{2}} d t=1
$$

and so Euler's constant $\gamma$ is a well-defined real number in the interval $(0,1)$.
We apply partial summation with $u(n)=1$ for all $n$ and $f(t)=1 / t$. Then

$$
U(t)=[t]=t-\{t\}
$$

and

$$
\begin{aligned}
\sum_{n \leq x} \frac{1}{n} & =\sum_{n \leq x} u(n) f(n) \\
& =\frac{[x]}{x}+\int_{1}^{x} \frac{[t]}{t^{2}} d t \\
& =1-\frac{\{x\}}{x}+\int_{1}^{x} \frac{1}{t} d t-\int_{1}^{x} \frac{\{t\}}{t^{2}} d t \\
& =\log x+1-\int_{1}^{\infty} \frac{\{t\}}{t^{2}} d t+\int_{x}^{\infty} \frac{\{t\}}{t^{2}} d t-\frac{\{x\}}{x} \\
& =\log x+\gamma+O\left(\frac{1}{x}\right)
\end{aligned}
$$

This completes the proof.
As another application of partial summation, we obtain the Euler sum formula.
Theorem A. 6 (Euler sum formula) Let $f(t)$ be a function with a continuous derivative on $[y, x]$. Then

$$
\sum_{y<n \leq x} f(n)=\int_{y}^{x} f(t) d t+R
$$

where
$R=\int_{y}^{x}\{t\} f^{\prime}(t) d t+\{y\} f(y)-\{x\} f(x)=\int_{y}^{x} \theta(t) f^{\prime}(t) d t+\theta(y) f(y)-\theta(x) f(x)$,
where

$$
\theta(t)=\{t\}-\frac{1}{2}
$$

Proof. We apply partial summation with $a(n)=1$ for all $n$. Then $A(t)=[t]=$ $t-\{t\}$ and

$$
\begin{aligned}
& \sum_{y<n \leq 1} f(n) \\
& =[x] f(x)-[y] f(y)-\int_{y}^{x}[t] f^{\prime}(t) d t \\
& =[x] f(x)-[y] f(y)-\int_{y}^{x} t f^{\prime}(t) d t+\int_{y}^{x}\{t\} f^{\prime}(t) d t \\
& =[x] f(x)-[y] f(y)-\left(x f(x)-y f(y)-\int_{y}^{x} f(t) d t\right)+\int_{y}^{x}\{t\} f^{\prime}(t) d t \\
& =\int_{y}^{x} f(t) d t+\int_{y}^{x}\{t\} f^{\prime}(t) d t+\{y\} f(y)-\{x\} f(x) .
\end{aligned}
$$

This completes the proof.
There is a simple expression for partial summation in terms of Riemann-Stieltjes integrals. If $f$ and $g$ are bounded functions on $[y, x]$ and if $\int_{y}^{x} f d g$ exists, then $\int_{y}^{x} g d f$ also exists and

$$
\int_{y}^{x} f d g+\int_{y}^{x} g d f=f(x) g(x)-f(y) g(y)
$$

This lovely reciprocity law is called integration by parts. (See Apostol [1, chapter 9].) Let $u(n)$ be a nonnegative arithmetic function, and let

$$
U(t)=\sum_{n \leq t} u(n) .
$$

If $f$ is continuous on $[y, x]$, then

$$
\sum_{y<n \leq x} u(n) f(n)=\int_{y}^{x} f(t) d U(t)=U(x) f(x)-U(y) f(y)-\int_{y}^{x} U(t) d f(t)
$$

If $f$ has a continuous derivative on $[y, x]$, then

$$
\int_{y}^{x} U(t) d f(t)=\int_{y}^{x} U(t) f^{\prime}(t) d t
$$

and we recover the formula for partial summation. Similarly, if we let

$$
U(t)=\sum_{n<1} u(n)
$$

and if $f$ is continuous on $[y, x]$, then

$$
\begin{equation*}
\sum_{v \leq n<1} u(n) f(n)=U(x) f(x)-U(y) f(y)-\int_{y}^{x} U(t) d f(t) \tag{A.1}
\end{equation*}
$$

## A. 3 Multiplicative functions

An arithmetic function $f(n)$ is multiplicative if

$$
f(m n)=f(m) f(n)
$$

whenever $m$ and $n$ are relatively prime positive integers. Since $f(1)=f(1 \cdot 1)=$ $f(1)^{2}$, we have $f(1)=1$ or 0 . If $f(1)=0$, then $f(n)=f(n \cdot 1)=f(n) f(1)=0$ for all $n \geq 1$. Therefore, if the multiplicative function $f$ is not identically zero, then $f(1)=1$.

If $f$ and $g$ are multiplicative functions, then the Dirichlet convolution $f * g$ is multiplicative (Exercise 2). An arithmetic function $f(n)$ is completely multiplicative if $f(m n)=f(m) f(n)$ for all positive integers $m$ and $n$.

Theorem A. 7 Let $f$ be a multiplicative function. Then

$$
f([m, n]) f((m, n))=f(m) f(n)
$$

Proof. Let $p_{1}, \ldots, p_{r}$ be the prime numbers that divide $m$ or $n$. Then

$$
m=\prod_{i=1}^{r} p_{i}^{r_{i}}
$$

and

$$
n=\prod_{i=1}^{r} p_{i}^{n_{i}}
$$

where $r_{1}, \ldots, r_{r}, s_{1}, \ldots, s_{r}$ are nonnegative integers. Moreover,

$$
[m, n]=\prod_{i=1}^{r} p_{i}^{\max \left(r_{1}, s_{1}\right)}
$$

and

$$
(m, n)=\prod_{i=1}^{r} p_{i}^{\min \left(r_{1}, s_{1}\right)}
$$

Since

$$
\left\{\max \left(r_{i}, s_{i}\right), \min \left(r_{i}, s_{i}\right)\right\}=\left\{r_{i}, s_{i}\right\}
$$

and since $f$ is multiplicative, it follows that

$$
\begin{aligned}
f([m, n]) f((m, n)) & =\prod_{i=1}^{r} f\left(p_{i}^{\max \left(r_{i}, s_{1}\right)}\right) \prod_{i=1}^{r} f\left(p_{i}^{\min \left(r_{1}, s_{1}\right)}\right) \\
& =\prod_{i=1}^{r} f\left(p_{i}^{r_{i}} \prod_{i=1}^{r} f\left(p_{i}^{s_{1}}\right)\right. \\
& =f(m) f(n) .
\end{aligned}
$$

This completes the proof.

The Möbius function $\mu(n)$ is defined by

$$
\mu(n)= \begin{cases}1 & \text { if } n=1 \\ 0 & \text { if } n \text { is divisible by the square of a prime } \\ (-1)^{r} & \text { if } n \text { is the product of } r \text { distinct primes. }\end{cases}
$$

Thus, $\mu(n) \neq 0$ if and only if $n$ is square-free, and

$$
\mu(n)=(-1)^{\omega(n)}
$$

for square-free integers $n$, where $\omega(n)$ is the number of distinct prime divisors of $n$. It is easy to check that the arithmetic function $\mu(n)$ is multiplicative.

Theorem A. 8 Let $f$ be a multiplicative function with $f(1)=1$. Then

$$
\sum_{d \mid n} \mu(d) f(d)=\prod_{p \mid n}(1-f(p)) .
$$

Proof. This is certainly true for $n=1$. For $n>1$, let $n^{*}$ be the product of the distinct primes dividing $n$. Since $\mu(d)=0$ if $d$ is not square-free, it follows that

$$
\sum_{d \mid n} \mu(d) f(d)=\sum_{d \mid n^{\bullet}} \mu(d) f(d)=\prod_{p \mid n}(1-f(p)) .
$$

This completes the proof.
Theorem A. 9 Let $f(n)$ be a multiplicative function. If

$$
\lim _{p^{4} \rightarrow \infty} f\left(p^{k}\right)=0
$$

as $p^{k}$ runs through the sequence of all prime powers, then

$$
\lim _{n \rightarrow \infty} f(n)=0
$$

Proof. There exist only finitely many prime powers $p^{k}$ such that $\left|f\left(p^{k}\right)\right| \geq 1$. Let

$$
A=\prod_{\left|f\left(p^{k}\right)\right| \geq 1}\left|f\left(p^{k}\right)\right|
$$

Then $A \geq 1$. Let $0<\varepsilon<A$. There exist only finitely many prime powers $p^{k}$ such that $\left|f\left(p^{k}\right)\right| \geq \varepsilon / A$. It follows that there are only finitely many integers $n$ such that

$$
\left|f\left(p^{k}\right)\right| \geq \varepsilon / A
$$

for every prime power $p^{k}$ that exactly divides $n$. Therefore, if $n$ is sufficiently large, then $n$ is divisible by at least one prime power $p^{k}$ such that $\left|f\left(p^{k}\right)\right|<\varepsilon / A$, and so $n$ can be written in the form

$$
n=\prod_{i=1}^{r} p_{i}^{k_{1}} \prod_{i=r+1}^{r+s} p_{i}^{k_{1}} \prod_{i=r+s+1}^{r+s+1} p_{i}^{k_{1}},
$$

where $p_{1}, \ldots, p_{r+s+1}$ are pairwise distinct prime numbers such that

$$
\begin{gathered}
1 \leq \mid f\left(p_{i}^{k_{1}} \mid \text { for } i=1, \ldots, r\right. \\
\varepsilon / A \leq \mid f\left(p_{i}^{k_{1}} \mid<1 \text { for } i=r+1, \ldots, r+s\right. \\
\mid f\left(p_{i}^{k_{i}} \mid<\varepsilon / A \quad \text { for } i=r+s+1, \ldots, r+s+t\right.
\end{gathered}
$$

and

$$
t \geq 1
$$

Therefore,

$$
|f(n)|=\prod_{i=1}^{r}\left|f\left(p_{i}^{k_{i}}\right)\right| \prod_{i=r+1}^{r+s}\left|f\left(p_{i}^{k_{i}}\right)\right| \prod_{i=r+s+1}^{r+s+1}\left|f\left(p_{i}^{k_{i}}\right)\right|<A(\varepsilon / A)^{\prime} \leq \varepsilon .
$$

This completes the proof.

## A. 4 The divisor function

The divisor function $d(n)$ counts the number of positive divisors of $n$. For example, $d(n)=1$ if and only if $n=1$, and $d(n)=2$ if and only if $n$ is prime.

Theorem A. 10 Let

$$
m=p_{1}^{k_{1}} \cdots p_{r}^{k_{1}}
$$

be a positive integer, where $p_{1}, \ldots, p_{r}$ are distinct primes and $k_{1}, \ldots, k_{r}$ are nonnegative integers. Then

$$
d(m)=\left(k_{1}+1\right) \cdots\left(k_{r}+1\right) n .
$$

If $m$ and $n$ are any positive integers, then

$$
d(m n) \leq d(m) d(n)
$$

If $(m, n)=1$, then

$$
d(m n)=d(m) d(n)
$$

that is, the divisor function is multiplicative.
Proof. Every divisor $d$ of $m$ can be written uniquely in the form

$$
d=p_{1}^{j_{1}} \cdots p_{r}^{j_{r}}
$$

where

$$
0 \leq j_{i} \leq k_{i}
$$

for $i=1, \ldots, r$. Since there are $k_{i}+1$ choices of $j_{i}$ for each $i=1, \ldots, r$, it follows that

$$
d(m)=\prod_{i=1}^{n}\left(k_{i}+1\right)
$$

Let $n$ be a positive integer, and let

$$
n=p_{1}^{\ell_{1}} \cdots p_{r}^{\ell_{r}}
$$

where $\ell_{1}, \ldots, \ell_{r}$ are nonnegative integers. Then

$$
d(n)=\prod_{i=1}^{r}\left(\ell_{i}+1\right)
$$

Since

$$
m n=\prod_{i=1}^{r} p_{i}^{k_{i}+l_{1}}
$$

and since

$$
k_{i}+\ell_{i}+1 \leq\left(k_{i}+1\right)\left(\ell_{i}+1\right)
$$

for all nonnegative numbers $k_{i}$ and $\ell_{i}$, it follows that

$$
d(m n)=\prod_{i=1}^{r}\left(k_{i}+\ell_{i}+1\right) \leq \prod_{i=1}^{r}\left(k_{i}+1\right)\left(\ell_{i}+1\right)=d(m) d(n) .
$$

If $(m, n)=1$, then $k_{i}=0$ or $\ell_{i}=0$ for each $i=1, \ldots, r$. In this case,

$$
k_{i}+\ell_{i}+1=\left(k_{i}+1\right)\left(\ell_{i}+1\right)
$$

and

$$
d(m n)=\prod_{i=1}^{r}\left(k_{i}+\ell_{i}+1\right)=\prod_{\substack{i=1 \\ t_{i}+\infty}}^{r}\left(k_{i}+1\right) \prod_{\substack{i=1 \\ i,-1}}^{r}\left(\ell_{i}+1\right)=d(m) d(n) .
$$

This completes the proof.

## Theorem A. 11

$$
d(n) \ll_{\varepsilon} n^{\varepsilon}
$$

for every $\varepsilon>0$.
Proof. Let $f(n)=d(n) / n$. We shall prove that $f(n)=o(1)$. Since the arithmetic functions $d(n)$ and $n^{\varepsilon}$ are multiplicative, it follows that $f(n)$ is multiplicative, and so, by Theorem A.9, it suffices to prove that

$$
\lim _{p^{k} \rightarrow \infty} f\left(p^{k}\right)=0
$$

Since $(k+1) / 2^{k \varepsilon / 2}$ is bounded for $k \geq 1$, we have

$$
\begin{aligned}
f\left(p^{k}\right) & =\frac{d\left(p^{k}\right)}{p^{k \varepsilon}} \\
& =\frac{k+1}{p^{k \varepsilon}} \\
& =\left(\frac{k+1}{p^{k \varepsilon / 2}}\right)\left(\frac{1}{p^{k \varepsilon / 2}}\right) \\
& \leq\left(\frac{k+1}{2^{k \varepsilon / 2}}\right)\left(\frac{1}{p^{k \varepsilon / 2}}\right) \\
& \ll\left(\frac{1}{p^{k}}\right)^{\varepsilon / 2} .
\end{aligned}
$$

This completes the proof.
Theorem A. 12

$$
D(x)=\sum_{n \leq x} d(n)=x \log x+(2 \gamma-1) x+O(\sqrt{x})
$$

Proof. We can interpret the divisor function $d(n)$ and the sum function $D(x)$ geometrically. In the $u v$-plane,

$$
d(n)=\sum_{d \mid n} 1=\sum_{n=u v} 1
$$

counts the number of lattice points $(u, v)$ on the rectangular hyperbola $u v=n$ that lie in the quadrant $u>0, v>0$. Then $D(x)$ counts the number of lattice points in this quadrant that lie on or under the hyperbola $u v=x$, that is, the number of points $(u, v)$ with positive integral coordinates such that $1 \leq u \leq x$ and $1 \leq v \leq x / u$. These lattice points can be divided into three pairwise disjoint classes:

$$
1 \leq u \leq \sqrt{x} \quad \text { and } \quad 1 \leq v \leq \sqrt{x}
$$

or

$$
1 \leq u \leq \sqrt{x} \quad \text { and } \quad \sqrt{x}<v \leq x / u
$$

or

$$
\sqrt{x}<u \leq x \quad \text { and } \quad 1 \leq v \leq x / u
$$

The last class consists of the lattice points $(u, v)$ such that

$$
1 \leq v \leq \sqrt{x} \quad \text { and } \quad \sqrt{x}<u \leq x / v
$$

It follows from Theorem A. 5 that

$$
D(x)=[\sqrt{x}]^{2}+\sum_{1 \leq u \leq \sqrt{x}}\left(\left[\frac{x}{u}\right]-[\sqrt{x}]\right)+\sum_{1 \leq v \leq \sqrt{x}}\left(\left[\frac{x}{v}\right]-[\sqrt{x}]\right)
$$

$$
\begin{aligned}
& =[\sqrt{x}]^{2}+2 \sum_{1 \leq u \leq \sqrt{x}}\left(\left[\frac{x}{u}\right]-[\sqrt{x}]\right) \\
& =2 \sum_{1 \leq u \leq \sqrt{x}}\left[\frac{x}{u}\right]-[\sqrt{x}]^{2} \\
& =2 \sum_{1 \leq u \leq \sqrt{x}}\left(\frac{x}{u}-\left\{\frac{x}{u}\right\}\right)-(\sqrt{x}-\{\sqrt{x}\})^{2} \\
& =2 x \sum_{1 \leq u \leq \sqrt{x}} \frac{1}{u}-2 \sum_{1 \leq u \leq \sqrt{x}}\left\{\frac{x}{u}\right\}-x+O(\sqrt{x}) \\
& =2 x\left(\log \sqrt{x}+\gamma+O\left(\frac{1}{\sqrt{x}}\right)\right)-x+O(\sqrt{x}) \\
& =x \log x+(2 \gamma-1) x+O(\sqrt{x}) .
\end{aligned}
$$

This completes the proof.

## Theorem A. 13

$$
\sum_{n \leq x} \frac{d(n)}{n}=\frac{1}{2}(\log x)^{2}+O(\log x)
$$

Proof. It follows from Theorem A. 12 that

$$
D(x)=\sum_{n \leq x} d(n)=x \log x+O(x) .
$$

By partial summation, we obtain

$$
\begin{aligned}
\sum_{n \leq x} \frac{d(n)}{n} & =\frac{D(x)}{x}+\int_{1}^{x} \frac{D(t)}{t^{2}} d t \\
& =\frac{x \log x+O(x)}{x}+\int_{1}^{x} \frac{t \log t+O(t)}{t^{2}} d t \\
& =\log x+O(1)+\int_{1}^{x} \frac{\log t}{t} d t+O\left(\int_{1}^{x} \frac{1}{t} d t\right) \\
& =\frac{1}{2}(\log x)^{2}+O(\log x) .
\end{aligned}
$$

This completes the proof.
Theorem A. 14

$$
\sum_{n \leq x} d(n)^{2} \ll x(\log x)^{3}
$$

Proof. Since $d(a b) \leq d(a) d(b)$ for all positive integers $a$ and $b$, we have

$$
\sum_{n \leq x} d(n)^{2}=\sum_{n \leq x} d(n) \sum_{n=a b} 1
$$

$$
\begin{aligned}
& =\sum_{a b \leq x} d(a b) \\
& \leq \sum_{a b \leq x} d(a) d(b) \\
& =\sum_{a \leq x} d(a) \sum_{b \leq x / a} d(b) \\
& =\sum_{a \leq x} d(a)\left(\left(\frac{x}{a}\right) \log \left(\frac{x}{a}\right)+O\left(\frac{x}{a}\right)\right) \\
& \leq x \log x \sum_{a \leq x} \frac{d(a)}{a}+O\left(x \sum_{a \leq x} \frac{d(a)}{a}\right) \\
& \ll x(\log x)^{3} .
\end{aligned}
$$

This completes the proof.

## A. 5 The Euler $\varphi$-function

Let $n \geq 1$. We denote by $\varphi(n)$ the number of positive integers $a \leq n$ such that $(a, n)=1$. If $a \equiv b \quad(\bmod n)$, then $(a, n)=(b, n)$, and so $\varphi(n)$ also counts the number of congruence classes modulo $n$ that are relatively prime to $n$. This is exactly the order of the multiplicative group of units in the ring $\mathbf{Z} / n \mathbf{Z}$.

Theorem A. 15 The arithmetic function $\varphi(n)$ is multiplicative, and

$$
\varphi(n)=n \prod_{p \mid n}\left(1-\frac{1}{p}\right) .
$$

Proof. Let $(m, n)=1$, and let $\varphi(m)=r$ and $\varphi(n)=s$. Let $a_{1}, \ldots, a_{r}$ and $b_{1}, \ldots, b_{s}$ be complete sets of representatives of the congruence classes relatively prime to $m$ and $n$, respectively. We shall prove that the $r s$ numbers $a_{i} n+b_{j} m$ for $i=1, \ldots, r$ and $j=1, \ldots, s$ form a complete set of representatives of the congruence classes relatively prime to mm . If

$$
a_{i} n+b_{j} m \equiv a_{k} n+b_{\ell} n \quad(\bmod m n)
$$

then

$$
a_{i} n+b_{j} m \equiv a_{k} n+b_{\ell} n \quad(\bmod n)
$$

and so

$$
b_{j} m \equiv b_{\ell} m \quad(\bmod n)
$$

Since $(m, n)=1$, we have

$$
b_{j} m \equiv b_{\ell} m \quad(\bmod n)
$$

This implies that $j=\ell$. Similarly, we obtain $i=k$. Thus, the $r s$ integers $a_{i} n+b_{j} m$ represent distinct congruence classes modulo $m n$. If $\left(a_{i} n+b_{j} m, m n\right)>1$ for some $i$ and $j$, then some prime $p$ divides $m n$ and $a_{i} n+b_{j} m$. Since $(m, n)=1$, the prime $p$ divides exactly one of $m$ and $n$. If $p$ divides $m$, then $p$ divides $a_{i} n$, and so $p$ divides $a_{i}$. This contradicts the fact that $\left(a_{i}, m\right)=1$. Therefore, $\left(a_{i} n+b_{j} m, m n\right)=1$ for all $i$ and $j$.

We shall show that every congruence class relatively prime to $m n$ is of this form. We note that $(m, n)=1$ implies that the $r$ integers $a_{i} n$ form a complete set of representatives of the congruence classes relatively prime to $m$, and the $s$ integers $b_{j} m$ form a complete set of representatives of the congruence classes relatively prime to $n$. Let $(c, m n)=1$. Then $(c, m)=1$, and so

$$
c \equiv a_{i} n \quad(\bmod m)
$$

for some $i$. Since

$$
(c, n)=\left(c-a_{i} n, n\right)=1
$$

it follows that

$$
c-a_{i} n \equiv b_{j} m \quad(\bmod n)
$$

for some $j$. Therefore,

$$
c \equiv a_{i} n+b_{j} m \quad(\bmod n)
$$

and

$$
c \equiv a_{i} n+b_{j} m \quad(\bmod m)
$$

hence

$$
c \equiv a_{i} n+b_{j} m \quad(\bmod m n)
$$

Thus,

$$
\varphi(m n)=r s=\varphi(m) \varphi(n)
$$

This proves that $\varphi$ is multiplicative. If $p$ is prime and $k \geq 1$, the only integers not prime to $p^{k}$ are multiples of $p$, and so

$$
\varphi\left(p^{k}\right)=p^{k}-p^{k-1}=p^{k}\left(1-\frac{1}{p}\right)
$$

Therefore,

$$
\varphi(n)=\prod_{\substack{\alpha^{k} \leqslant n \\ 1 \geq 1}} \varphi\left(p^{k}\right)=\prod_{\substack{p^{k} l_{1 n} \\ k \geq 1}} p^{k}\left(1-\frac{1}{p}\right)=n \prod_{p \mid n}\left(1-\frac{1}{p}\right) .
$$

This completes the proof.
Theorem A. 16 Let $\varepsilon>0$. Then

$$
n^{1-\varepsilon}<\varphi(n)<n
$$

for all sufficiently large $n$.

Proof. It is clear that $\varphi(n)<n$ for all $n>1$. We shall prove that

$$
\lim _{n \rightarrow \infty} \frac{n^{1-\kappa}}{\varphi(n)}=0
$$

Since $p /(p-1) \leq 2$ for every prime number $p$, we have

$$
\frac{p^{m(1-\varepsilon)}}{\varphi\left(p^{m}\right)}=\frac{p^{m(1-\varepsilon)}}{p^{m}-p^{m-1}}=\frac{p}{p-1} \frac{p^{m(1-\varepsilon)}}{p^{m}} \leq \frac{2}{p^{m \varepsilon}}
$$

Therefore,

$$
\lim _{p^{m} \rightarrow \infty} \frac{p^{m(1-\varepsilon)}}{\varphi\left(p^{m}\right)}=0
$$

Since the arithmetic function $n^{1-\varepsilon} / \varphi(n)$ is multiplicative, the result follows from Theorem A.9.

Theorem A. 17

$$
\sum_{n \leq x} \frac{1}{\varphi(n)} \ll \log x
$$

Proof. Let $d^{*}$ denote the square-free part of $d$, that is,

$$
d^{*}=\prod_{p \backslash d} p
$$

Then

$$
\frac{1}{\varphi(n)}=\frac{1}{n} \prod_{p\{n}\left(1-\frac{1}{p}\right)^{-1}=\frac{1}{n} \sum_{\substack{d=1 \\ d<n}}^{\infty} \frac{1}{d}
$$

and so

$$
\begin{aligned}
\sum_{n \leq x} \frac{1}{\varphi(n)} & =\sum_{n \leq x} \frac{1}{n} \sum_{\substack{d=1 \\
d d_{n}}}^{\infty} \frac{1}{d} \\
& =\sum_{d=1}^{\infty} \frac{1}{d} \sum_{\substack{n \leq 1 \\
d^{\circ}, n}} \frac{1}{n} \\
& =\sum_{d=1}^{\infty} \frac{1}{d} \sum_{m \leq x / d^{*}} \frac{1}{d^{*} m} \\
& \ll \sum_{d=1}^{\infty} \frac{1}{d d^{*}} \log x .
\end{aligned}
$$

The integers of the form $d d^{*}$ are precisely the integers that are square-full in the sense that if $p$ divides $d$, then $p^{2}$ divides $d$ for every prime $p$. We have

$$
\sum_{d=1}^{\infty} \frac{1}{d d^{*}}=\prod_{p}\left(1+\frac{1}{p^{2}}+\frac{1}{p^{3}}+\cdots\right)
$$

$$
\begin{aligned}
& =\prod_{p}\left(1+\frac{1}{p^{2}}\left(1-\frac{1}{p}\right)^{-1}\right) \\
& =\prod_{p}\left(1+\frac{1}{p(p-1)}\right) \\
& =O(1) .
\end{aligned}
$$

This completes the proof.

## A. 6 The Möbius function

The fundamental property of the Möbius function is the following.
Theorem A. 18

$$
\sum_{d \mid n} \mu(d)=\delta(n)= \begin{cases}1 & \text { if } n=1 \\ 0 & \text { if } n \geq 2\end{cases}
$$

Proof. This is clearly true for $n=1$. If $n \geq 2$, then

$$
n=\prod_{i=1}^{k} p_{i}^{r_{i}}
$$

where $k \geq 1, p_{1}, \ldots, p_{k}$ are distinct prime numbers, and $r_{i} \geq 1$ for $i=1, \ldots, k$. Let $\sum^{\prime}$ denote a sum over square-free integers. Then

$$
\begin{aligned}
\sum_{d \mid n} \mu(d) & =\sum_{d \mid n} \mu(d) \\
& =\sum_{d \mid p_{1} \cdots p_{k}} \mu(d) \\
& =\sum_{d \mid p_{1} \cdots p_{k}}(-1)^{\omega(d)} \\
& =\sum_{\ell=0}^{k}\binom{k}{\ell}(-1)^{\ell} \\
& =0 .
\end{aligned}
$$

This completes the proof.
We define the arithmetic function

$$
1(n)=1
$$

for all $n$. Then Theorem A. 18 can be rewritten in the form

$$
\mu * 1=\delta
$$

A nonempty set $\mathcal{D}$ of positive integers is called divisor-closed if whenever $n \in \mathcal{D}$ and $d$ divides $n$, then $d \in \mathcal{D}$. For example, the set N of all positive integers and the set of positive integers less than a fixed number $z$ are examples of divisor-closed sets. The set of all divisors of a fixed positive integer is divisor-closed. If $f$ and $g$ are functions defined on a divisor-closed set $\mathcal{D}$, then their Dirichlet convolution $f * g$ is also defined on $\mathcal{D}$.

Theorem A. 19 Let $\mathcal{D}$ be a divisor-closed set, and let $f(n)$ be a function defined for all $n \in \mathcal{D}$. If $g$ is the function defined on $\mathcal{D}$ by

$$
g(n)=\sum_{d ; n} f(d)
$$

then

$$
f(n)=\sum_{d \mid n} \mu\left(\frac{n}{d}\right) g(d)
$$

for all $n \in \mathcal{D}$.
Conversely, let $g$ be a function defined on $\mathcal{D}$. If $f$ is the function defined on $\mathcal{D}$ by

$$
f(n)=\sum_{d \mid n} \mu\left(\frac{n}{d}\right) g(d),
$$

then

$$
g(n)=\sum_{d \mid n} f(d)
$$

for all $n \in \mathcal{D}$.
Proof. If $n \in \mathcal{D}$ and $d \mid n$, then $d \in \mathcal{D}$, since $\mathcal{D}$ is divisor-closed. Let

$$
g(n)=\sum_{d \mid n} f(d)
$$

for $n \in \mathcal{D}$. Then

$$
g=f * 1
$$

and so

$$
\begin{aligned}
\sum_{d \mid n} \mu\left(\frac{n}{d}\right) g(d) & =(g * \mu)(n) \\
& =((f * 1) * \mu)(n) \\
& =(f *(1 * \mu))(n) \\
& =(f * \delta)(n) \\
& =f(n) .
\end{aligned}
$$

Similarly, if

$$
f(n)=\sum_{d \mid n} \mu\left(\frac{n}{d}\right) g(d)=(g * \mu)(n),
$$

then

$$
\begin{aligned}
\sum_{d \mid n} f(d) & =(f * 1)(n) \\
& =((g * \mu) * 1)(n) \\
& =(g *(\mu * 1))(n) \\
& =(g * \delta)(n) \\
& =g(n)
\end{aligned}
$$

This completes the proof.
Theorem A. 20 Let $f$ and $g$ be arithmetic functions. Then

$$
g(n)=\sum_{d \mid n} f(d)
$$

if and only if

$$
f(n)=\sum_{d \mid n} \mu\left(\frac{n}{d}\right) g(d) .
$$

Proof. This follows immediately from Theorem A. 19 with the divisor-closed set $\mathcal{D}$ equal to the set $\mathbf{N}$ of all positive integers.

Theorem A. 21 Let $f(x)$ and $g(x)$ be functions defined for all real numbers $x \geq 1$. Then

$$
g(x)=\sum_{d \leq x} f(x / d)
$$

if and only if

$$
f(x)=\sum_{d \leq x} \mu(d) g(x / d)
$$

Proof. Let $f$ be a function defined for all $x \geq 1$. If

$$
g(x)=\sum_{d \leq x} f(x / d)
$$

then

$$
\begin{aligned}
\sum_{d \leq x} \mu(d) g(x / d) & =\sum_{d \leq x} \mu(d) \sum_{d^{\prime} \leq x / d} f\left(x / d d^{\prime}\right) \\
& =\sum_{d d^{\prime} \leq x} \mu(d) f\left(x / d d^{\prime}\right) \\
& =\sum_{m \leq x} f(x / m) \sum_{d \mid m} \mu(d) \\
& =f(x)
\end{aligned}
$$

The proof in the opposite direction is similar.

Theorem A. 22 Let $\mathcal{D}$ be a finite divisor-closed set, and let $f$ and $g$ be funcrions defined on $\mathcal{D}$. If

$$
g(n)=\sum_{\substack{d \in D \\ n i d}} f(d)
$$

for all $n \in \mathcal{D}$, then

$$
f(n)=\sum_{\substack{d \in \mathcal{D} \\ n \dot{d}}} \mu\left(\frac{d}{n}\right) g(d)
$$

for all $n \in \mathcal{D}$. Conversely, if

$$
f(n)=\sum_{\substack{d \in \mathcal{D} \\ n, d}} \mu\left(\frac{d}{n}\right) g(d)
$$

for all $n \in \mathcal{D}$, then

$$
g(n)=\sum_{\substack{d \in \mathcal{D} \\ n d}} f(d)
$$

for all $n \in \mathcal{D}$.
Proof. This is a straightforward computation:

$$
\begin{aligned}
\sum_{\substack{d \in \mathcal{D} \\
n \in d}} \mu\left(\frac{d}{n}\right) g(d) & =\sum_{\substack{d \in \mathcal{D} \\
n i d}} \mu\left(\frac{d}{n}\right) \sum_{\substack{k \in \mathcal{D} \\
d \mu}} f(k) \\
& =\sum_{n h \in \mathcal{D}} \mu(h) \sum_{\substack{k \in \mathcal{D} \\
n h k}} f(k) \\
& =\sum_{n h \in \mathcal{D}} \mu(h) \sum_{n h \ell \in \mathcal{D}} f(n h \ell) \\
& =\sum_{n r \in \mathcal{D}} f(n r) \sum_{\substack{n \in \mathcal{D} \\
n \mid r}} \mu(h) \\
& =\sum_{n r \in \mathcal{D}} f(n r) \sum_{h \mid r} \mu(h) \\
& =f(n) .
\end{aligned}
$$

The proof in the opposite direction is similar.

## A. 7 Ramanujan sums

Let $q$ and $n$ be integers with $q \geq 1$. The exponential sum

$$
\begin{equation*}
c_{q}(n)=\sum_{\substack{a-1 \\(0 . q)-1}}^{q} e\left(\frac{a n}{q}\right) \tag{A.2}
\end{equation*}
$$

is called the Ramanujan sum. These sums play an important role in the proof of Vinogradov's theorem (Chapter 8).

Theorem A. 23 The Ramanujan sum $c_{q}(n)$ is a multiplicative function of $q$, that is, if $\left(q, q^{\prime}\right)=1$, then

$$
c_{q q^{\prime}}(n)=c_{q}(n) c_{q^{\prime}}(n)
$$

Proof. Since every congruence class relatively prime to $q q^{\prime}$ can be written uniquely in the form $a q^{\prime}+a^{\prime} q$ with $1 \leq a \leq q, 1 \leq a^{\prime} \leq q^{\prime}$, and $(a, q)=\left(a^{\prime}, q^{\prime}\right)=$ 1 , it follows that if $\left(q, q^{\prime}\right)=1$, then

$$
\begin{aligned}
& c_{q}(n) c_{q^{\prime}}(n)=\sum_{\substack{a=1 \\
(a .4)-1}}^{q} e\left(\frac{a n}{q}\right) \sum_{\substack{a^{\prime}=1 \\
\left(a^{\prime} \psi^{\prime}\right)=1}}^{q^{\prime}} e\left(\frac{a^{\prime} n}{q^{\prime}}\right) \\
& =\sum_{\substack{a=1 \\
(0 . q)-1}}^{q} \sum_{\substack{a^{\prime}=1 \\
\left(a^{\prime}-q^{\prime}=1\right.}}^{q^{\prime}} e\left(\frac{\left(a q^{\prime}+a^{\prime} q\right) n}{q q^{\prime}}\right) \\
& =\sum_{\substack{q^{\prime \prime}-1 \\
\left(a^{\prime \prime} . q q^{\prime}\right)=1}}^{q q^{\prime}} e\left(\frac{a^{\prime \prime} n}{q q^{\prime}}\right) \\
& =c_{q q^{\prime}}(n) \text {. }
\end{aligned}
$$

Theorem A. 24 The Ramanujan sum can be expressed in the form

$$
c_{q}(n)=\sum_{d \mid(q . n)} \mu\left(\frac{q}{d}\right) d .
$$

In particular, if $(q, n)=1$, then

$$
c_{q}(n)=\mu(q) .
$$

Proof. Since

$$
f_{d}(n)=\sum_{i=1}^{d} e\left(\frac{\ell n}{d}\right)= \begin{cases}d & \text { if } d \mid n \\ 0 & \text { if } d V n\end{cases}
$$

it follows that

$$
\begin{aligned}
c_{q}(n) & =\sum_{\substack{k=1 \\
k . q-1)-1}}^{q} e\left(\frac{k n}{q}\right) \\
& =\sum_{k=1}^{q} e\left(\frac{k n}{q}\right) \sum_{d \mid(k . q)} \mu(d) \\
& =\sum_{d \mid q} \mu(d) \sum_{\substack{k=1 \\
d: \uparrow}}^{q} e\left(\frac{k n}{q}\right)
\end{aligned}
$$

$$
\begin{aligned}
& =\sum_{d / q} \mu(d) \sum_{\ell=1}^{q / d} e\left(\frac{\ell n}{q / d}\right) \\
& =\sum_{d / q}^{q} \mu(d) f_{q / d}(n) \\
& =\sum_{d / q} \mu(q / d) f_{d}(n) \\
& =\sum_{d / q} \mu(q / d) d \\
& =\sum_{d /(n, q)}^{d / n} \mu(q / d) d .
\end{aligned}
$$

If $(q, n)=1$, then $c_{q}(n)=\mu(q)$.
Theorem A. 25 The Ramanujan sum can be expressed in the form

$$
c_{q}(n)=\frac{\mu(q /(q, n)) \varphi(q)}{\varphi(q /(q, n))} .
$$

Proof. We define

$$
q^{\prime}=q /(q, n) .
$$

If the prime $p$ divides $q$ but not $q^{\prime}$, then $p \mid(q, n)$. It follows from Theorem A. 15 that

$$
\begin{aligned}
\frac{\varphi(q)}{\varphi\left(q^{\prime}\right)} & =\frac{q \prod_{p \mid q}(1-1 / p)}{q^{\prime} \prod_{p \mid q^{\prime}}(1-1 / p)} \\
& =(q, n) \prod_{\substack{p q \\
p b^{\prime} \\
p b^{\prime}}}(1-1 / p) \\
& =(q, n) \prod_{\substack{p \mid q, w^{\prime} \\
p b^{\prime}}}(1-1 / p) .
\end{aligned}
$$

Then

$$
\begin{aligned}
c_{q}(n) & =\sum_{d \mid(q, n)} \mu\left(\frac{q}{d}\right) d \\
& =\sum_{d \mid(q, n)} \mu\left(\frac{q}{(q, n)} \frac{(q, n)}{d}\right) d \\
& =\sum_{c d=(q, n)} \mu\left(q^{\prime} c\right) d \\
& =\sum_{\substack{c d-(q, n) \\
\left(q^{\prime} \cdot c\right)=1}} \mu\left(q^{\prime}\right) \mu(c) d \\
& =\sum_{\substack{c d=(q, n) \\
\left(q^{\prime} \cdot c\right)=1}} \mu\left(q^{\prime}\right) \frac{\mu(c)}{c} c d
\end{aligned}
$$

$$
\begin{aligned}
& =\mu\left(q^{\prime}\right)(q, n) \sum_{\substack{c(1 q, n) \\
\left(q^{\prime}\left(q^{\prime}\right)\right.}} \frac{\mu(c)}{c} \\
& =\mu\left(q^{\prime}\right)(q, n) \prod_{\substack{p(1 q, n) \\
p k^{\prime}}}\left(1-\frac{1}{p}\right) \\
& =\frac{\mu\left(q^{\prime}\right) \varphi(q)}{\varphi\left(q^{\prime}\right)}
\end{aligned}
$$

This completes the proof.

## A. 8 Infinite products

This is a brief introduction to infinite products and Euler products.
Let $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}, \ldots$ be a sequence of complex numbers. The $n$th partial product of this sequence is the number

$$
p_{n}=\alpha_{1} \cdots \alpha_{n}=\prod_{k=1}^{n} \alpha_{k}
$$

If as $n$ tends to infinity, the sequence of $n$th partial products converges to a limit $\alpha$ different from zero, then we say that the infinite product $\prod_{k=1}^{\infty} \alpha_{k}$ converges and

$$
\prod_{k=1}^{\infty} \alpha_{k}=\lim _{n \rightarrow \infty} p_{n}=\lim _{n \rightarrow \infty} \prod_{k=1}^{n} \alpha_{k}=\alpha .
$$

We say that the infinite product diverges if either the limit of the sequence of partial products does not exist or the limit exists but is equal to zero. In the latter case, we say that the infinite product diverges to zero.

Let

$$
\alpha_{k}=1+a_{k} .
$$

If the infinite product $\prod_{k=1}^{\infty}\left(1+a_{k}\right)$ converges, then $a_{k} \neq-1$ for all $k$. Moreover,

$$
\lim _{k \rightarrow \infty}\left(1+a_{k}\right)=\lim _{k \rightarrow \infty} \frac{p_{k}}{p_{k-1}}=1
$$

and so

$$
\lim _{k \rightarrow \infty} a_{k}=0
$$

Theorem A. 26 Let $a_{k} \geq 0$ for all $k \geq 1$. The infinite product $\prod_{k=1}^{\infty}\left(1+a_{k}\right)$ com'erges if and only if the infinite series $\sum_{k=1}^{\infty} a_{k}$ converges.

Proof. Let $s_{n}=\sum_{k=1}^{n} a_{k}$ be the $n$th partial sum and let $p_{n}=\prod_{k=1}^{n}\left(1+a_{k}\right)$ be the $n$th partial product. Since $a_{n} \geq 0$, the sequences $\left\{s_{n}\right\}$ and $\left\{p_{n}\right\}$ are both monotonically increasing, and $p_{n} \geq 1$ for all $n$. Since

$$
1+x \leq e^{x}
$$

for all real numbers $x$, we have

$$
0 \leq \sum_{k=1}^{n} a_{k}<\prod_{k=1}^{n}\left(1+a_{k}\right) \leq \prod_{k=1}^{n} e^{a_{k}}=\exp \left(\sum_{k=1}^{n} a_{k}\right)
$$

and so

$$
0 \leq s_{n}<p_{n} \leq e^{s_{n}}
$$

This inequality implies that the sequence $\left\{p_{n}\right\}$ converges if and only if the sequence $\left\{s_{n}\right\}$ converges. This completes the proof.

We say that the infinite product $\prod_{n=1}^{\infty}\left(1+a_{n}\right)$ converges absolutely if the infinite product

$$
\prod_{n=1}^{\infty}\left(1+\left|a_{n}\right|\right)
$$

converges.
Theorem A. 27 If the infinite product $\prod_{n=1}^{\infty}\left(1+a_{n}\right)$ converges absolutely, then it converges.

Proof. Let

$$
p_{n}=\prod_{k=1}^{n}\left(1+a_{k}\right)
$$

and let

$$
P_{n}=\prod_{k=1}^{n}\left(1+\left|a_{k}\right|\right)
$$

If the infinite product converges absolutely, then the sequence of partial products $\left\{P_{n}\right\}$ converges and so the series

$$
\sum_{n=2}^{\infty}\left(P_{n}-P_{n-1}\right)
$$

converges. Since

$$
\begin{aligned}
0 & \leq\left|p_{n}-p_{n-1}\right| \\
& =\left|a_{n} p_{n-1}\right| \\
& =\left|a_{n} \prod_{k-1}^{n-1}\left(1+a_{k}\right)\right| \\
& \leq\left|a_{n}\right| \prod_{k-1}^{n-1}\left(1+\left|a_{k}\right|\right) \\
& =\left|a_{n}\right| P_{n-1} \\
& =P_{n}-P_{n-1}
\end{aligned}
$$

it follows that

$$
\sum_{n=2}^{\infty}\left|p_{n}-p_{n-1}\right|
$$

converges, and so

$$
\sum_{n=2}^{\infty}\left(p_{n}-p_{n-1}\right)=\lim _{n \rightarrow \infty} \sum_{k=2}^{n}\left(p_{k}-p_{k-1}\right)=\lim _{n \rightarrow \infty}\left(p_{n}-p_{1}\right)
$$

converges. Thus, the sequence of partial products $\left\{p_{n}\right\}$ converges to some finite limit.

We must prove that this limit is not zero. Since the infinite product $\prod_{k=1}^{\infty}(1+$ $a_{k}$ ) converges absolutely, it follows from Theorem A. 26 that the series $\sum_{k=1}^{\infty}\left|a_{k}\right|$ converges, and so the numbers $a_{k}$ converge to zero. Therefore, for all sufficiently large integers $k$,

$$
\left|1+a_{k}\right| \geq 1 / 2
$$

and

$$
\left|\frac{-a_{k}}{1+a_{k}}\right| \leq 2\left|a_{k}\right|
$$

It follows that the series

$$
\sum_{k=1}^{\infty}\left|\frac{-a_{k}}{1+a_{k}}\right|
$$

converges, and so the infinite product

$$
\prod_{k=1}^{\infty}\left(1-\frac{a_{k}}{1+a_{k}}\right)
$$

converges absolutely. This implies that the sequence of $n$th partial products

$$
\prod_{k=1}^{n}\left(1-\frac{a_{k}}{1+a_{k}}\right)=\prod_{k=1}^{n} \frac{1}{1+a_{k}}=\frac{1}{\prod_{k=1}^{n}\left(1+a_{k}\right)}=\frac{1}{p_{n}}
$$

converges to a finite limit, and so the limit of the sequence $\left\{p_{n}\right\}$ is nonzero. Therefore, the infinite product $\prod_{k=1}^{\infty}\left(1+a_{k}\right)$ converges.

An Euler product is an infinite product over the prime numbers. We denote sums and products over the primes by $\sum_{p}$ and $\prod_{p}$, respectively.

Theorem A. 28 Let $f(n)$ be a multiplicative function that is not identically zero. If the series

$$
\sum_{n=1}^{\infty} f(n)
$$

converges absolutely, then

$$
\sum_{n=1}^{\infty} f(n)=\prod_{p}\left(1+f(p)+f\left(p^{2}\right)+\cdots\right)=\prod_{p}\left(1+\sum_{k=1}^{\infty} f\left(p^{k}\right)\right)
$$

If $f(n)$ is completely multiplicative, then

$$
\sum_{n=1}^{\infty} f(n)=\prod_{p}(1-f(p))^{-1}
$$

Proof. If $\sum_{n=1}^{\infty} f(n)$ converges absolutely, then the series

$$
a_{p}=\sum_{k=1}^{\infty} f\left(p^{k}\right)
$$

converges absolutely for every prime $p$. Also, the series

$$
\begin{aligned}
\sum_{p}\left|a_{p}\right| & =\sum_{p}\left|\sum_{k=1}^{\infty} f\left(p^{k}\right)\right| \\
& \leq \sum_{p} \sum_{k=1}^{\infty}\left|f\left(p^{k}\right)\right| \\
& <\sum_{n=1}^{\infty}|f(n)|
\end{aligned}
$$

converges, and so the infinite product

$$
\prod_{p}\left(1+a_{p}\right)=\prod_{p}\left(1+\sum_{k=1}^{\infty} f\left(p^{k}\right)\right)
$$

converges absolutely. By Theorem A.27, this infinite product converges.
Let $\varepsilon>0$, and choose an integer $N_{0}$ such that

$$
\sum_{n>N_{0}}|f(n)|<\varepsilon
$$

For every positive integer $n$, let $P(n)$ denote the greatest prime factor of $n$. Then $\sum_{P(n) \leq N}$ denotes the sum over the integers all of whose prime factors are less than or equal to $N$, and $\sum_{P(n)>N}$ denotes the sum over the integers that have at least one prime factor strictly greater than $N$. Since the series $\sum_{k=0}^{\infty} f\left(p^{k}\right)$ converges absolutely for every prime number $p$, any finite number of these series can be multiplied together term by term. Let $N \geq N_{0}$. It follows from the unique factorization of integers as products of primes that

$$
\prod_{p \leq N}\left(1+\sum_{k=1}^{\infty} f\left(p^{k}\right)\right)=\sum_{P(n) \leq N} f(n)
$$

and so

$$
\left|\sum_{n=1}^{\infty} f(n)-\prod_{p \leq N}\left(1+\sum_{k=1}^{\infty} f\left(p^{k}\right)\right)\right|=\left|\sum_{n=1}^{\infty} f(n)-\sum_{P(n) \leq N} f(n)\right|
$$

$$
\begin{aligned}
& =\left|\sum_{P(n)>N} f(n)\right| \\
& \leq \sum_{P(n)>N}|f(n)| \\
& \leq \sum_{n>N}|f(n)| \\
& \leq \sum_{n>N_{0}}|f(n)| \\
& <\varepsilon .
\end{aligned}
$$

Therefore,

$$
\sum_{n=1}^{\infty} f(n)=\lim _{N \rightarrow \infty} \prod_{p \leq N}\left(1+\sum_{k=1}^{\infty} f\left(p^{k}\right)\right)=\prod_{p}\left(1+\sum_{k=1}^{\infty} f\left(p^{k}\right)\right) .
$$

If $f(n)$ is completely multiplicative, then $f\left(p^{k}\right)=f(p)^{k}$ for all primes $p$ and all nonnegative integers $k$. Since $f\left(p^{k}\right)$ tends to zero as $k$ tends to infinity, it follows that $|f(p)|<1$. Summing the geometric progression, we obtain

$$
1+\sum_{k=1}^{\infty} f\left(p^{k}\right)=1+\sum_{k=1}^{\infty} f(p)^{k}=\frac{1}{1-f(p)}
$$

and so

$$
\prod_{p}\left(1+\sum_{k=1}^{\infty} f\left(p^{k}\right)\right)=\prod_{p}(1-f(p))^{-1}
$$

This completes the proof.

## A. 9 Notes

All of the material in this chapter is basic elementary number theory. Comprehensive standard references are the books of Hardy and Wright[51] and Hua [63]. Cashwell and Everett [8] proved that the ring of arithmetic functions is a unique factorization domain. Hardy's book Ramanujan [46] contains a chapter on Ramanujan's function $c_{q}(n)$ and its connection to the problem of representing numbers as sums of squares.

## A. 10 Exercises

1. Prove that

$$
\sum_{k \mid n} \mu(k) d(n / k)=1
$$

for all $n \geq 1$.
2. Prove that if $f$ and $g$ are multiplicative functions, then the Dirichlet convolution $f * g$ is multiplicative.
3. Let $f$ and $g$ be arithmetic functions. Prove that if $f * g=0$, then either $f=0$ or $g=0$. Thus, the ring of arithmetic functions is an integral domain.
4. An arithmetic function $f(n)$ is additive if $f(m n)=f(m)+f(n)$ for all positive integers $m$ and $n$ such that $(m, n)=1$. An arithmetic function $f(n)$ is completely additive if $f(m n)=f(m)+f(n)$ for all positive integers $m$ and $n$. Let $n=p_{1}^{r_{1}} \cdots p_{k}^{r_{k}}$. We define the arithmetic functions $\omega(n)$ and $\Omega(n)$ as follows. The arithmetic function $\omega(n)$ counts the number of distinct prime factors of $n$ :

$$
\omega(n)=k .
$$

The arithmetic function $\Omega(n)$ counts the number of prime factors of $n$ with multiplicities:

$$
\Omega(n)=r_{1}+\cdots+r_{k} .
$$

Prove that $\omega(n)$ is additive but not completely additive. Prove that $\Omega(n)$ is completely additive.
5. Let $n=p_{1}^{r_{1}} \cdots p_{k}^{r_{k}}$. Liouville's function $\lambda(n)$ is defined by

$$
\lambda(n)=(-1)^{\Omega(n)}=(-1)^{r_{1}+\cdots+r_{2}} .
$$

Prove that $\lambda(n)$ is completely additive.
6. Let $f(n)$ be an arithmetic function. There exists a unique completely multiplicative function $f_{1}(n)$ such that $f_{1}(p)=f(p)$ for all primes $p$. Show that $\mu_{1}(n)=\lambda(n)$.
7. Show that the functions $\mu(n), \varphi(n)$, and $\sigma_{\lambda}(n)$ are not completely multiplicative.
8. Prove that

$$
d(n) \leq 2^{\Omega(n)} \leq n
$$

for every positive integer $n$. Prove that if $n$ is square-free, then

$$
d(n)=2^{\omega(n)}=2^{\Omega(n)} .
$$

9. Prove that

$$
\sum_{n \leq x}(d(n))^{2} \gg x(\log x)^{2},
$$

Hint: Apply the Cauchy-Schwarz inequality to $\sum_{n \leq x} d(n)$.
10. Let $f$ be an arithmetic function. Prove that $f$ is invertible in the ring of arithmetic functions if and only if $f(1)=1$.
11. Let $f$ and $g$ be arithmetic functions. Define the function $L$ by

$$
L(n)=\log n .
$$

Prove that pointwise multiplication by $L(n)$ is a derivation on the ring of arithmetic functions, that is,

$$
L \cdot(f * g)=(L \cdot f) * g+f *(L \cdot g)
$$

12. Let $f$ and $g$ be arithmetic functions with Dirichlet generating functions $F(s)$ and $G(s)$, respectively. Prove that $F^{\prime}(s)$ is the generating function for $L \cdot f$ and that $(F(s) G(s))^{\prime}$ is the generating function for $L \cdot(f * g)$.
13. Prove that

$$
f_{q}(n)=\sum_{a=1}^{q} e\left(\frac{a n}{q}\right)=\sum_{d \mid q} c_{d}(n)
$$

Use Möbius inversion to deduce Theorem A. 24 from this identity.
14. Let

$$
\sigma(n)=\sum_{d \mid n} d
$$

Prove that

$$
n<\sigma(n) \leq n \log n+O(n)
$$

Hint: $\sigma(n)=\sum_{d \mid n} n / d$.
15. Let $\mu(n)$ be the Möbius function. Prove that

$$
\sum_{n=1}^{\infty} \frac{\mu(n)}{n^{s}}=\prod_{p}\left(1-\frac{1}{p^{s}}\right)
$$

for all $s>1$.
16. Prove that the Dirichlet convolution of arithmetic functions is associative, that is, if $f(n), g(n)$, and $h(n)$ are arithmetic functions, then

$$
(f * g) * h=f *(g * h)
$$

17. Let $L(n)=\log n$ for all $n \geq 1$. For any arithmetic function $f$, define $L f$ by $L f(n)=L(n) f(n)$. Prove that $L$ is a derivation on the ring of arithmetic functions, that is,

$$
L(f * g)=(L f) * g+f *(L g)
$$

18. Let $f, g$, and $h$ be arithmetic functions. Prove that

$$
g(n)=\sum_{d \mid n} f(d) h(n / d)
$$

if and only if

$$
f(n)=\sum_{d \mid n} \mu(d) g(n / d) h(d) .
$$

19. Compute

$$
\prod_{k=2}^{\infty}\left(1-\frac{2}{k(k+1)}\right)
$$

20. Show that the infinite product

$$
\prod_{k=2}^{\infty}\left(1+\frac{(-1)^{k-1}}{k}\right)
$$

converges, but not absolutely.
21. Let $0 \leq b_{n}<1$ for all $n$. Prove that if $\sum_{n=1}^{\infty} b_{n}$ converges, then $\prod_{n=1}^{\infty}\left(1-b_{n}\right)$ converges.
22. Let $0 \leq b_{n}<1$ for all $n$. Prove that if $\sum_{n=1}^{\infty} b_{n}$ diverges, then $\prod_{n=1}^{\infty}\left(1-b_{n}\right)$ diverges to zero.
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Lagrange's theorem, 5
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Linnik's theorem, 46
lower bound sieve, 234

Major arcs, 126, 213
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multiplicative function, 308

Partial summation, 304
polygonal number theorem, 31
polygonal numbers, 4
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Quadratic form, 8

Ramanujan sum, 321
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Ramarés theorem, 208
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sumset. 192
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symmetric matrix, 1

Ternary quadratic form, 2

Upper bound sieve, 234

Vinogradov's theorem. 212

Waring's problem, 37
well approximated, 126
Weyl's inequality, 114
Wieferich-Kempner theorem, 41

The classical bases in additive number theory are the polygonal numbers, the squares, cubes, and higher powers, and the primes. This book contains many of the great theorems in this subject: Cauchy's polygonal number theorem, Linnik's theorem on sums of cubes, Hilbert's proof of Waring's problem, the Hardy-Littlewood asymptotic formula for the number of representations of an integer as the sum of positive kth powers, Shnirel'man's theorem that every integer greater than one is the sum of a bounded number of primes, Vinogradov's theorem on sums of three primes, and Chen's theorem that every sufficiently large even integer is the sum of a prime and a number that is either prime or the product of two primes.
The book is also an introduction to the circle method and sieve methods, which are the principal tools used to study the classical bases. The only prerequisites for the book are undergraduate courses in number theory and analysis.
Additive number theory is one of the oldest and richest areas of mathematics. This book is the first comprehensive treatment of the subject in 40 years.



[^0]:    ${ }^{1}$ I have discovered a most beautiful theorem of the greatest generality: Every number is a triangular number or the sum of two or three triangular numbers; every number is a square or the sum of two, three, or four squares; every number is a pentagonal number or the sum of two, three, four, or five pentagonal numbers; and so on for hexagonal numbers, heptagonal numbers, and all other polygonal numbers. The precise statement of this very beautiful and general theorem depends on the number of the angles. The theorem is based on the most diverse and abstruse mysteries of numbers, but I am not able to include the proof here...

[^1]:    ${ }^{1}$ Every positive integer is either a cube or the sum of $2,3,4,5,6,7,8$, or 9 cubes; similarly, every integer is either a fourth power, or the sum of $2,3, \ldots$, or 19 fourth powers; and so on.

[^2]:    ${ }^{2}$ This section can be omitted on the first reading.

[^3]:    'We should not doubt thal [Hilbert's] method, which makes it possible to obtain arithmetic relations from identities involving definite integrals, might one day, when it is better understood, be applied to problems far more general than Waring's.

[^4]:    'The general problem in additive number theory is the representation of the natural numbers as the sum of a bounded number of terms from a given sequence of natural numbers, e.g. the sequence of prime numbers or the sequence of $p$-th powers.

